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ABSTRACT. In this work we define a new operator using the multiplier transfor-
mation and Ruscheweyh derivative. Denote by IR;:l'n the Hadamard product of
the multiplier transformation I (m,),l) and Ruscheweyh derivative R™, given by
IRt A— A IRV (2) = (I(m,\ 1) * R™) f (z) and An = {f € H(U): f(2) =
z+ an+1z”+1 +..., z € U} is the class of normalized analytic functions with A; = A.
The purpose of this paper is to derive certain subordination and superordination
results involving the operator IH;:‘;”’ and we establish differential sandwich-type the-
orems.

1. INTRODUCTION

Let H (U) be the class of analytic function in the open unit disc of the complex plane
U={z¢€C:|z| <1} Let H(a,n) be the subclass of H (U) consisting of functions of
the form f(z) = a+ anz™ + an12™ ™+ ...,

Let A ={f € H{U): f(z) =2+ ani12"* +..., 2€ U} and A= A;.

Let the functions f and g be analytic in U. We say that the function f is subordinate
to g, written f < g, if there exists a Schwarz function w, analytic in U, with w(0) = 0
and |w(z)| < 1, for all z € U, such that f(z) = g(w(z)), for all z € U. In particular, if
the function g is univalent in U, the above subordination is equivalent to f(0) = ¢g(0) and
f(U) cg(U).

Let ¥ : C* x U = C and h be an univalent function in U. If p is analytic in U and
satisfies the second order differential subordination

(11) b(p(2), 2p'(2), 2p"(2); 2) < (z), for z €T,
then p is called a solution of the differential subordination. The univalent function ¢

is called a dominant of the solutions of the differential subordination, or more simply a
dominant, if p < ¢ for all p satisfying (1.1). A dominant g that satisfies § < ¢ for all
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dominants g of (1.1) is said to be the best dominant of (1.1). The best dominant is unique
up to a rotation of U.

Let ¢ : C* x U — C and h analytic in U. If p and 9 (p(2),2p' (2),2%p" (2) ;2) are
univalent and if p satisfies the second order differential superordination
(12) h(=) < 9(p(2), 29/(2), 28" (2)52), =€,
then p is a solution of the differential superordination (1.2) (if f is subordinate to F', then
F is called to be superordinate to f). An analytic function g is called a subordinant if
g < p for all p satisfying (1.2). An univalent subordinant § that satisfies ¢ < g for all
subordinants g of (1.2) is said to be the best subordinant.

Miller and Mocanu [8] obtained conditions h, g and v for which the following impli-
cation holds

h(z) < ¥(p(2), 2P (2), 2°P" (2);2) = 4 (2) <P (2).
For two functions f(z) = z + ijz a;2? and g(z) = z + Zjiz b;z? analytic in the
open unit disc U, the Hadamard product (or convolution) of f(z) and g (z), written as
(f *x g) (z) is defined by

f(2)xg(2) = (f*9)( _Z+Za1b 2.

Definition 1.1. [6] For f € A, m € NU{0}, A\, I > 0, the multiplier transformation
I(m, 1) f(2) is defined by the following infinite series

I+A(G -1 +1 .
I(m )\ l +Z (+1J+l)+> a]-zj.

Remark 1.1. We have
T+ Im+1L,00f(z)=0+1=X)1I(m,\]) f(z)+ Az (I(m,)\,l)f(z))', zeU.

Remark 1.2. Forl =0, A > 0, the operator DJ* = I(m,\,0) was introduced and
studied by Al-Obouds ([3]), which reduced to the Sdldgean differential operator S™ =
I(m,1,0) ([11]) for A = 1.

Definition 1.2. (Ruscheweyh [10]) For f € A and n € N, the Ruscheweyh derivative
R™ 1s defined by R™ : A — A,

Rf(z) = f(2)
R'f(z) = zf'(2)

(n+1)R"™f(2) = 2z(R"f(2)) +nR"f(2), zcU.

Remark 1.3. If f € A, f(2) =2+ Y.72,0;27, then R*f(2) = 2+ )2, (:.JFJJ 11),'ajzj
forzeU.

The purpose of this paper is to derive the several subordination and superordination
results involving a differential operator. Furthermore, we studied the results of Selvaraj
and Karthikeyan [12], Shanmugam, Ramachandran, Darus and Sivasubramanian [13] and
Srivastava and Lashin [14].
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In order to prove our subordination and superordination results, we make use of the
following known results.

Definition 1.3. [9] Denote by @ the set of all functions f that are analytic and
injective on U\E (f), where E(f) = {¢ € 8U : linéf (z) = oo}, and are such that
Z—r

f'(¢) #0 for { € BU\E (f).

Lemma 1.1. [9] Let the function g be univalent in the unit disc U and 6 and ¢
be analytic in a domain D containing g (U) with ¢ (w) # 0 when w € gq(U). Set
Q(2) = 2¢' () $(q(2)) and h(2) = 8(q(2)) + @ (z). Suppose that
1. @ s starlike univalent in U and
zh!(z
2. Re(Q((z))> >0 forzeU.
If p s analytic with p(0) =¢(0), p(U) C D and

6(p(2)) +2p' (2)$(p(2)) < 0(q(2)) + 24 (2) 6 (q(2)),
then p(2) < ¢(z) and g s the best dominant.

Lemma 1.2. [5] Let the function g be conver univalent in the open unit disc U and
v and ¢ be analytic in a domain D containing q (U). Suppose that

1. Re (';((5((;))))) >0 forzeU and

2. Y (2) = 2q (2) p(q(z)) 1s starlike univalent in U.
Ifp(z) e Hg(0),1]NQ, withp(U) C D and v(p(2))+2p' (2) ¢ (p(z)) is univalent
mn U and

v(q(2)) +24 (2) $(a(2)) < v(p(2)) + 2P (2) $ (P (2)),
then q(z) < p(z) and g s the best subordinant.

2. MAIN RESULTS

Definition 2.1. Let A\,l > 0 and n,m € N. Denote by IR};" : A — A the operator
given by the Hadamard product of the multiplier transformation I (m,\, 1) and the
Ruscheweyh derwative R™,

IR("f (2) = (I(m,\,1)* R™) f (z),
for any z € U and each nonnegative integers m,n.
Remark 2.1. If f € A and f(z) =2+ 3272, a;z7, then

IRP M f(2) = 2+ X%, (1+,\§£1)+l> (n.+;:1)_!azzj’ 2eU.

Remark 2.2. For | = 0, A > 0, we obtain the Hadamard product IRy f (z) =
DRY"™ f (z), which was introduced in [4].

For 1 =0 and A = 1 we obtain the operator IRy" f (2) = SR™™f (z), which was
wntroduced in [7].

For m =n, we obtain the Hadamard product IR}, which was studied in [1], [2].

Using simple computation one obtains the next result.
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Proposition 2.1. For m,n € N and A > 0 we have
14+1-AX

m—+1,n
(2.1 IRY (2) = =5

IR f (2) + z (IRY" f (2))'

[+1
Proof. We have

R IHAG-D)+N\" (1),
m—+1,n _ 2
IR " f(z) =2+ Z (l 1 WG o1) a;jz’

_ LA -+ (142G -D+I\ " (n+5 -1 , ,
ST I+1 G -1 %°

L+l AN (1A -+ (n+5-1) , ;
A Z( I+1 ) G -1 *

+Ai(l“(j‘”“)m(nﬂ—n!. .

I+ 1 ]a,jz]

7=2

j=2

1+1-2A (1A -+ I\ (n+35 - 1) |
[z+z( I+1 ) G -1

j=2

l—l—l

1+x(7-1)+1 (n+j5-1) j-1
z[l—i—Z( I+1 > n!(]—l)']az

C141-2 _

IR (2) +

We begin with the following

gmtin
Theorem 2.2. Let <M> € H(U) and let the function q(z) be analytic and

univalent in U such that q(z) # 0, for all z € U. Suppose that zgég) 1s starlike

unwalent in U. Let

3 2u 2 29'(2) 29" (z)
2.2) Re(1+ Sa)+ Z 0 - L+ 28
fO’I‘ 6,&,6,#,,@ € (C; ﬂ;’é 0; z€U and
IRerl,n 4
(2.3) YU (60,6, Br2) =+ € “ff(z) +

z A

IRT " f (Z)] ” L B8+

IRLf(2)
IRY " f (2)

If q satisfies the following subordination

(2.4) " (6 &, B 2) < a+ £q(2) + p(4(2) +ﬁ
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f0r67a’£7#713€(cf IB76¢07 then
5
IRV f (2
and q s the best dominant.

m—+41,n 2 s
Proof. Let the function p be defined by p(z) := (w) , 2z € U, z #£0,

m+tln z -1 z m+tlmn z _ m+ln z g
f € A. We have p/ (z) -5 IRTf( )) ) (IRA,z f( )) IR " f(z) Then zp'(2) _

z 22 ) p(2)
(IR £(2))'
T Y

By using the identity (2.1), we obtain

o ) _susn 1500
By setting 6 (w) := a + fw + pw? and Q (w ) , it can be easily verified that 6 is

analytic in C, ¢ is analytic in C\{0} and that ¢ (w ) ;é 0, w € C\{0}.
Also, by letting Q(z) = 2¢'(2)¢(q(2)) = B ;1(2) and h(z) = 6(q(2)) + Q(2) =
(z

a+£q(2) + 1 (g(2)* + BZLEL, we find that Q

z)+zq"(z z)—z(qd'(z zh!(z
We have h'(z) = £+ ¢'(2) + 2#‘1( )d' () + ( )t ((q)()zq)()Z) W)’ and Qh(g)) -
=1 5@+ B (0(2) - 18 12 (S)-

a(
a(z)
We deduce that Re (lh (z) ) = ( )+ %‘ (q(2))? - Z;I(S) + Z;II(S)) > 0.

) is starlike univalent in U.

By using (2.5), we obtaln
s

IR @]
B — %

zp' (2)
p(2)

a+ép(2) +pu(p(2)” + B =a+¢

IR g (z)] *
yA

IRT™"f (2)

N B (1 +1)
IRT ™" f (2)

A

By using (2.4), we have a+¢p (2)+u (p(2)) —l—ﬁzﬁ(ff) < a+pBg(z)+u(g(z)) —i—ﬁzg(iz :

m+1 n
By an application of Lemma 1.1, we have p(2) < g(z), z € U, i.e. (ﬂ)) <
g(z), z € U and q is the best dominant. O
Corollary 2.3. Let m,n € N, A\,l > 0. Assume that (2.2) holds. If f € A and

o _ 1+ A4z 1+ Az\? (A-B)z

foré, o, &, u,BeC, 5,6 #0, —-1 < B < A< 1, where 1/1m" is defined in (2.8), then
m n 5
<IRA,,+1’ f(2)> L lt4

z

and 1+ Az

TP 15 the best dominant.
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Proof. For q(z) = ifrg;, —1 < B < A< 1in Theorem 2.2 we get the corollary. O
Corollary 2.4. Let m,n € N, A\,l > 0. Assume that (2.2) holds. If f € A and

m,n . 1+2 K 1+2 2 2,6’)’2
¢>\,l (57a)£7/~")ﬂ)z)<a+£(1_z> + u T, +1_Z2’

foré,a,&,u,B€C,0<y<1, §#0, where 1/)2?5" s defined in (2.3), then

IRm+1,n s ¥
( Al f(z)> <(14—2) fordeC, 640,

z 1—2

~
and (if—;) 18 the best dominant.

v
Proof. Corollary follows by using Theorem 2.2 for g (z) = (Hz) ,0<y <L O

1-z

Theorem 2.5. Let g be analytic and univalent in U such that q(z) # 0 and qué%)) be

starlike univalent tn U. Assume that

(2.6) Re (2; (a(2)* + éq(z)) >0, for &, u, B EC, B#0.

m+1,n Z s
IffeA, (IR“zf() €H[g(0),1]NnQ and 1/)2?5" (6,a,&, u, B; z) 1s univalent in U,

where 917" (8, @, &, u, B; 2) is as defined in (2.8), then

(27) @t ea(s) +ula (@) + AL <R 6.6 i)

é
IRTMY " 1 (2
q(z)<<”f()> , 6€C, 640, z€U,

z

implies

and q s the best subordinant.

JR™T1Im

5
Proof. Let the function p be defined by p(z) := (“f(z)> ,2€U,z#£0, fe A

z

By setting v (w) := a + fw + pw? and ¢ (w) := 5 it can be easily verified that v is
analytic in C, ¢ is analytic in C\{0} and that ¢ (w) # 0, w € C\{0}.
v'(g(2)) _ d'(2)[E+2pa(2)la(2)

Since o) = 5 . it follows that
€ M = KRe 27’“ P 2 é 2
" <¢<q<z))> & (ﬁ (a(2))"+ ga( >)>o,

for 1,6, € C, B # 0,
By using (2.5) and (2.7) we obtain

2 zq' (2) 2 zp' (2)
a+¢q(z) +u(e(2)" +58 1) a+&p(z)+p(p(2) +5 o)
Using Lemma 1.2, we have
IRy

z

)
q(z)<p(z):< f(z)> . ZEUSEC,6£0,
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and g is the best subordinant. |

Corollary 2.6. Let m,n € N, X\,l > 0. Assume that (2.6) holds. If f € A,

m—+1,n s
(”%sz“v eH[(0),1nQ

and

+¢

2
1+AZ 1+AZ ﬁ (_A—B)Z <¢;\"‘i"(5,a,§,u,ﬁ;Z),
(

1+ Bz 1+ Bz 1+ Az)(1+ Bz)
foré,a,,u,8€C, B,6 #0, -1 < B < A< 1, where 4" is defined in (2.3), then

5
IRerl,n Z
1+Az<< A f”), 5€C, 50,

1+ Bz z
and ij_gi 1s the best subordinant.
Proof. For q(z) = iigi, —1< B < A< 1in Theorem 2.5 we get the corollary. O

Corollary 2.7. Let m,n € N, A\,l > 0. Assume that (2.6) holds. If f € A,

m—+1,n g
(”“sz“» eHle(0),10Q

and

14+2z\" 142 2 2PBvz mon
a+£(1_z> +:U’( ) + IB’Y <’()l)}\,l, (57a»§7ﬂ»ﬁ;z),

1—2z 1—22

foré, o, &, u,BeC, B,6§ #0,0< v <1, where 1/)2?5" s defined in (2.3), then

vy IRm+1,n g
(Hz) <<“f(z)> , 6€C, 640,

1—2z z

7
and (}f‘;) 1s the best subordinant.

11—z

7

Proof. For q(z) = (H‘—Z) , 0 <y <1in Theorem 2.5 we get the corollary. O
Combining Theorem 2.2 and Theorem 2.5, we state the following sandwich theorem.

Theorem 2.8. Let ¢; and g» be analytic and univalent in U such that ¢; (z) # 0 and

g2 (2) #0, for all z € U, with zqqlll((zz)) and zq‘il"’((zz)) being starlike univalent. Suppose that

m—+1,n
IRy,

s
q1 satisfies (2.2) and qo satisfies (2.6). If f € A, (Zf(z)) € Hig(0),]]NnQ
and $31" (8,a,&, 1, B; 2) is as defined in (2.3) univalent in U, then

zq (2)
q1

a+éq(2) +pu(q(2))° + B B)

< 1//,7\71’” (57a7£)/~1'n3;z)

zg5 (2)
g2 (2)

<a+ég(2) +p(ge(2)? +8

b}
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for §,a,¢,u,8 € C, B,8 # 0, implies

m-+1,n s
q1<z)<<‘w> <e(z), 6€C, 540,

z

and g1 and gy are respectively the best subordinant and the best dominant.

For ¢; (2) = }igij, g2 (2) = iigzz, where —1 < By < B; < 4; < A; <1, we have the

following corollary.

Corollary 2.9. Let m,n € N, A, > 0. Assume that (2.2) and (2.6) hold. If f € A,
é
IRTH " f(2)
(“z) €H[g(0),1]NQ and

1+ Az 14+ A2\? (A1 — By) 2 o
» 6 .
TR (1+Blz> PUT Az (1 + B Wi Gl Biz)

<a+¢

1+A22,’ 1—|—A22 2 (AQ—BQ)Z
1+BQZ 1+B22 (1+A22) (].-l—.BQZ)7

for b, a,é,u,BEC, B,6§ 0, -1 < By < By < A; < Ay, <1, where 1//;:1[’" 18 defined in
(2.3), then

m n 5
1+ Alz IR)\’ZJFL f (Z) 1+ .AQZ
14 Bz z 14 Bsyz'’

1+A:2 1+ A5z . . .
hence Y and 1TB. are the best subordinant and the best dominant, respectively.

v v
For ¢; (2) = (}f—z) 1, 2 (2) = (}‘f—i) 2, where 0 < v; < 72 < 1, we have the following
corollary.

Corollary 2.10. Let m,n € N, X\,l > 0. Assume that (2.2) and (2.6) hold. If f € A,
é
IRTH " f(2)
(“z ) €Hg(0),1]NQ and

1+2z\" 142\ 2871z mn
a+§(1—z) +M(1—z) +1_;2-<7/j)\,l, (67a7£}/‘[’7ﬁ;z)

142\ 142\ 28vys2
<a+$( ) +u< ) 4 2P

1—2z2 1—2z 1—22’

foré,a, &, u,BEC, B,6 #0,0< v < v <1, where 1/)%’" s defined in (2.3), then

. n 6
(1+z>”1 <fRu+1’ f(Z)> <1+z)72
< > < R
1—2 z 1—2z

1 et 1 2 . X
hence (1'5) and (1'5) are the best subordinant and the best dominant, respec-
tively.

We have also
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m+1n
Theorem 2.11. Let (f(z)) eEHU),feA ze€U,s§eCé#0, mmneN,

A1 > 0 and let the function g (z) be conver and univalent in U such that g (0) = 1,
z € U. Assume that

(2.8) Re (a ; by Z;H(S)) >0,

fora,feC, f#0, z€U, and

@[ psa) (BN F ()
z A IRY"f (2)

(2.9)  ¥X;" (8, 82) = (

If q satisfies the following subordination

(2.10) Yai (6, @, B;2) < agq(z) + Bzq (2),
fora,BeC, B #£0, z€U, then
IRm+1,n 4
<sz(z)> <q(z), z€U 6€C, §+£0,

and q s the best dominant.

5
IRTH™ f(z)

Proof. Let the function p be defined by p(z) := ) ,2€U,2#40, fe A

The function p is analytic in U and p (0) =1

5 7
, _ IRV f(2) 2(IRT " f(2))
We have zp' (2) =6 ( z ) { TRy 1! .

By using the identity (2.1), we obtain

5(1+1) (m:?ﬁl’”f <z>>‘5 (m’;?r?’”f () _ 1)

(2.11) zp'(z) = A z IR;rflJrl’nf (2)

By setting 8 (w) := aw and ¢ (w) := B, it can be easily verified that 8 is analytic in C, ¢
is analytic in C\{0} and that qb('w) #0, w e C\{0}.

Also, by letting Q (z) = z¢' (2)¢(g(z)) = Bzq'(z), we find that Q (z) is starlike
univalent in U.

Let k(2) =60 (q(2)) + Q(2) = ag(z) + fzq (2).

We have Re (Zg((zz))) = Re (a"'ﬁ + 5 é?) > 0.

By using (2.11), we obtain

IR’;ffl’”f(Z)>6 [a—'_ B8 (1+1) <IRZ’:?:“Z) - 1)] |
2 N O\IRSTYf (2)

ap (z) + Bzp' (2) = <

By using (2.10), we have ap (2) + fzp' (2) < aq(2) + Bz¢' (2) .

m+1n
zf()) <q(2),z€elUé €

C,6 # 0 and g is the best dominant. O

From Lemma 1.1, we have p(2) < ¢(2), z €U, i.e. (
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Corollary 2.12. Let q(z) = 342, 2 € U, -1 < B< A< 1, mmne N, A\l >0.

Assume that (2.8) holds. If f € A and
al—l—Az (A-B)z

1+ Bz " (1+ Bz)*
fora,B€C, B#0, -1 < B < AL, where ¢)" is defined in (2.9), then

v (6,0, B52) <

s
IR f(2)\T 1+ Az
— - deC,6#0
< Z < 1+BZ’ € ) 75 )
and % 1s the best dominant.
Proof. For q(z) = iigz, —1< B < A<1,in Theorem 2.11 we get the corollary. O

7
Corollary 2.13. Let q(z) = (if;) ,m,n €N, \]l >0. Assume that (2.8) holds. If
feAand

mn ) 14+2\7  2B8vz [14+2z)7
d’)\,l (5aa)ﬁ7z)<a(1_z> +1_22 1— 2 ’

fora,€C,0<y <1, B#0, where 93" is defined in (2.9), then

5
IRm+l,n ¥
<“f(z)> <(1+Z> . §eC, §£0,

z 1—2

7
and (if;) 1s the best dominant.

11—z

7
Proof. Corollary follows by using Theorem 2.11 for g (2) = (H'Z) ,0<y <L O

Theorem 2.14. Let q be convez and unwalent in U such that q(0) = 1. Assume
that

(2.12) Re (gq (z)) >0, fora,f €T, B#0.

IFfeA (Iﬁi’ffl'"ﬂz) ’
z/zzcl’n (6,a, B;2) 1s as defined in (2.9), then

(2.13) aq(z) + fzq' (z) < Y%y (8@, B; 2)

implies
]-Rm-i-l,nf (Z) 6
7(2) < <“> , 6€C, 640, z€U,

€ H[q(0),1]NQ and 1/)%’" (6, c, B; 2) 1s univalent in U, where

z

and q s the best subordinant.

§

T
IR 1) f()> ,2€U,z#0,6c¢€

Proof. Let the function p be defined by p(z) := ( -

C,5 #0, f € A. The function p is analytic in U and p(0) = 1.
By setting v (w) := aw and ¢ (w) := B it can be easily verified that v is analytic in C,
¢ is analytic in C\{0} and that ¢ (w) # 0, w € C\{0}.
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Since % = 3¢ (2), it follows that Re (2((3((;))” = Re (%q’ (z)) > 0, for a, 8 € C,
g # 0.
Now, by using (2.13) we obtain
aq(z) + fzq (2) < aq(z) + Bzq' (2), z€U.
From Lemma 1.2, we have

m—+1,n
IRy,

z

)
ﬂﬂ<p@%:< “d>, z€eU, 6€C, §#0,

and g is the best subordinant. O

Corollary 2.15. Let g(z) = }igj, -1<B<A<L1,zeU mmneN,\Il>O0.

Ml g 5
Assume that (2.12) holds. If f € A, (In“zf()) € H[g(0),1]NQ,6€C,6#0

and
1+ Az (A- B)

a +
1+ Bz '6(1+Bz)

fora,peC, f#0, -1 < B <AL, where ¢)" is defined in (2.9), then

)
IRm+1,n
1+AZ<< Al f(z)) SEC, 540,

z
2 < w;:tl’n (5,0{,,3;2),

1+ Bz z

1+ Az

115 15 the best subordinant.

and

Proof. For q(z) = iig;, —1< B < A<1,in Theorem 2.14 we get the corollary. O

7
Corollary 2.16. Let gq(z) = (H'Z) ,m,n €N, \,l > 0. Assume that (2.12) holds. If

1-z

m—+1,n
IRy

)
feA,(-zf(z)) € H[g(0),1]NQ and

1 T2 1 v o
a( “) | b ( “) <Y (6,0, B 2),

1-2z 1—-22\1-2

fora,p€C, 0<y <1, B #0, where $)}" is defined in (2.9), then

(1 +z)7 . <IR;’3“’”f(z>

1—2z z

8
) , 6€C, 6#0,

7
and (}fz) 1s the best subordinant.

v
Proof. Corollary follows by using Theorem 2.14 for g (z) = (HZ) ,0<y <L O

1-z
Combining Theorem 2.11 and Theorem 2.14, we state the following sandwich theorem.

Theorem 2.17. Let q; and gz be convez and univalent in U such that ¢ (z) # 0
and g3 (z) # 0, for all z € U. Suppose that g, satisfies (2.8) and g» satisfies (2.12).
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)
IRTN™ £(2)

If f € A, Z) € H[g(0),1]NQ , 6 € C,d # 0 and ¢);" (6,a,B;2) is as
defined in (2.9) univalent in U, then

agy (2) + Bzgi (2) < 93" (6, @, B; 2) < agz (2) + Bzgs (2),
fora,f e C, B#0, implies

o« (P

[
- ><qz(z>, 2€U,6€C, 640,

and q; and g» are respectively the best subordinant and the best dominant.

For g1 (2) = }igg, g2 (2) = iigi;, where —1 < B; < By < A1 < Ay <1, we have the
following corollary.

Corollary 2.18. Letm,n € N, A,I > 0. Assume that (2.8) and (2.12) hold for g, (2) =

m+1,n 5
}igii and ¢ (z) = }igii, respectively. If f € A, (w) € HIg(0),1]NnQ

and

1—|—A1z (.Al —Bl)

z m,n
a + < (8, a, B2
1+ Bz P (14 By M O

1+A22 (Ag —BQ)Z
o + 5
1+ Bz (1 + Bs2)

fora,B € C, B #0, -1 < By < By < Ay < Ay <1, where 3" is defined in (2.3),
then

z€eU,

)
1+ A IR f (2 1+ A
+ Az < oW/ f(2) + Asz 2€U, 6€C, 640,

14 Bz z 14 Byz’

hence }Igiz and iigz; are the best subordinant and the best dominant, respectively.

e 72 .
For ¢, (2) = (}fz) ,q2(2) = (if;) , where 0 < 71 < 72 < 1, we have the following
corollary.

Corollary 2.19. Let m,n € N, \,l > 0. Assume that (2.8) and (2.12) hold for

1 2 m—+1,n z s
q1(z) = (1%)7 and g3 (2) = (if—;)v , respectively. If f € A, (M) €
#H[q(0),1]NQ and

14+2z\"  2B8ymz [1+2z\" o
) 5 .
a(l—z) +1_22 1— 2 '<¢)\,l (7a7ﬂ:z)

1 Y2 9 1 Y2
<a< +Z) + ,6’)’22( +Z) , 2z2€U,

1-2z 1—22\1-2
fora,B€C, B#0,0< 7 <72 <1, where )" is defined in (2.8), then

5

1 T IR £, 1 vz
<+z> <<”f() << +z> , z€U 6€C, 6840,
1—2z 2 1—2z

71 72 . .
hence (ii) and (}J_rz) are the best subordinant and the best dominant, respec-
twvely.
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