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A NEW APPROACH FOR SOLVING A SYSTEM OF FRACTIONAL PARTIAL
DIFFERENTIAL EQUATION

T. G. THANGE! AND A. R. GADE

ABSTRACT. In this paper, a new method for finding a solution of system of lin-
ear and non-linear fractional order partial differential equations is developed.
By combining the Shehu Transform method and Iterative method we built a
new way called “Iterative Shehu Transform method”. This method gives solu-
tions without any discretization and free from round-off errors, which reduces
the numerical computations. Lastly, some examples are illustrating the effec-
tiveness of this new method.

1. INTRODUCTION

Applications of Fractional Differential Equations (FDEs) spread over so many
fields like Polymer Physics, diffusion theory, viscoelasticity,fluid mechanics [1-4]
with the help of successful modeling of FDEs in last decades. So, it is necessary
to find efficient technics for finding solution of FDEs. There are various meth-
ods in the literature includes Adomian Decomposition method (ADM) [5], Vari-
ational Iteration Method (VIM) [6, 7], Laplace Decomposition Method (LDM)
[8,9], Laplace-Carson Decomposition Method (LCDM) [11], Homotopy Analy-
sis Method (HAM) [11], Homotopy Pertubation Method (HPM) [12]. One of the
efficient ways to solve so many nonlinear fractional orders Ordinary and Partial
Differential Equations is Iterative methods.
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This Paper contains a new method which we call Iterative Shehu transform
method (ISTM). This method provides the solution in minimum steps of itera-
tions which lead to the solutions which are efficient and reliable. This method
is the combination of Shehu transform method and Iterative method for finding
the solution for system of fractional order partial differential equations. Pro-
posed method ISTM gives the solutions without Discretization or transformation
or restrictive assumption and free from round-off errors. Also gives an analytical
solution by using the initial conditions and the boundary conditions is used to
justify the results.

Authors also work on the generalize integral transform and generalization of
different integral transforms like Laguerre transform [13], Hankel type trans-
form [14] with their multiplicity [15] in different dimensions.

In this paper ISTM is used for solving system of nonlinear fractional order
partial differential equations with several examples to verify the efficiency and
reliability of the method.

2. BASIC DEFINITIONS

First, we summaries definitions and some results dealing with fractional cal-
culus [2,3] and Shehu Transform which is needed for to understand this paper.

Definition 2.1. [16] A real function Q(p), p > 0is said to be in the space C,,a € R
if there exist areal number t(> «), such that Q(p) = p'Q4(p) where Q; € C[0, x].
So it clear that C,, contained in Cy if § < a.

Definition 2.2. [16] A function Q(p),p > 0 is said to be in the space C",m €
N u{o}, if Q™ e C,.

Definition 2.3. [2, 17] The left side Riemann-Liouville fractional integral of order
n > 0, of a function ) € C,,« > —1 is given as,
()

1 P  Q
InQ(p) _ mfo mdS, 77>0,p>0

Qp), n=0.
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Definition 2.4. [2, 17] The left side Caputo fractional derivative of a function
Qe Crofordern>0,«>—1and m € NU {0} is given as,

D) "0 (p) [m—n[azT%p)}, m—1<n<m,meN,
p = = m

Definition 2.5. [10, 17] Mittag-Leffler Function is the generalization of exponen-
tial function denoted by E,(z) (for one parameter), E, 3(z) (for two parameter)
defined as,

> k
_ < -
Ea(z)_g:or(ak—{—l) aeR" zeC
00 Zk .
Eaﬂ(Z): E m CY,BGR ,ZG(C

£
I

0
Definition 2.6. [18] The Shehu transform of Q(p) is defined as

—X

SIp)] = @ (2. ) = / N exp(—)Ap)p.

Eventually,
B i 1 6+ioco 1 xp .
Qp) =S (w,y) = 2_7m/5 | ;exp(?)ﬁ (z,y)dx,

where x and y are Shehu Transform variables, with ¢ be a real constant.

Definition 2.7. [19] The Shehu Transform S[)(p)], of the Riemann-Liouville frac-
tional integral is given by,
T

slram) = (1) " @),

Definition 2.8. [19] The Shehu Transform S[€(p)], of the Caputo fractional de-
rivative is given by,

—_

3

2.1)  S[D"Q(p)] = (ﬁ)nﬁ*(%w - (%)n_k_lﬂ““)w), n—1<n<n

B
Il
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3. ITERATIVE SHEHU TRANSFORM METHOD

To express the idea of this method, consider the system of fractional order
partial differential equations (FPDEs) with initial conditions of the form:

(31) D;%,Uz[pa T] - Al[lu'l[pa r]v;“?[pv T]Mn[pa 7“]]7
m;—1<oa; <m;,t=1,2,..n,
(3.2) Epll — ou (o),

k; =0,1,2..m;_1, m; € N, where A; is the nonlinear operators and ;[p, r] are
the unknown functions. Taking the Shehu transform on both sides of equation
(3.1) we get,

(33) S[D?{Z:u’l{p7r“ :S[A’L[:u’l[pa T]7N2[p77’]---ﬂn[p; 7’]”, L= 1,2,...71.
From Definition 2.1 and the initial conditions (3.2) we have,

() st =5 ()" W00 = SAD b il il )

Y
k=0
where i = 1,2, ...n. Applying the definition of inverse Shehu transform on both
sides of equation (3.3) we get,

w1 =[S (2) 7 0]+ 5 4(2) " Sttt il

k=0
= u; + Ni{palp, r], polp,r]--pinlp, r]}, i=1,2,..n,
which is written in the form
:ul[pa 7’] = + Nz{,ul[pa T], MQ[pa T]ﬂn[pa T]},i = 17 27 -,
where,

m;—1 T —k—1
sz‘l[ (—) uﬁ’“)(p,O)]z'zl,Q,...n,

k=

Nl 1] palps otinlps 1]} = 31{(5)_%5[&[#1@, sl T}

Now we find a solution u of equation (3.2) which is in series form

o

(3.4) pailp,v] = pii(p,r),i = 1,2, ..
j=0
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The nonlinear operator N; can be written as,
Nz(z p1j (D, 1), e ZMnj(P, r)) = Ni(1o(p, ) - fino(p; 7))
=0 j=0
o0 J J
Y AN pkor), Y par(p 1))
j=1 k=0 k=0
j—1 j—1
(3.5) = Ni(Q par(pr), > par(p,) -
k=0 k=0
From equation (3.4) and (3.5) equivalently written as,
> 1ii(p) = pi + Nilpao(p.7), - pino(p: 7))
j=0
oo J J
+ 3 AN . r), Y nn(pi )
j=1 k=0 k=0

j—1 Jj—1
(3.6) = N k7)Y pak(por) )
k=0 k=0

By defining recurrent relation,

pper) =57 [ (2) S [Adusalprl gl 1]
S

Mi(m+1)(p, ) = 8—1[(3) - |:Ai [[Mlo[p, ]+ .. 4 piam[p, 7]
(0[5 7] 4 oo+ i [0, 7]]]]] — 8‘1[(2) —a

SIAlolp, ] + .+ r1nn o 7]

olp. 7] 4 -+ singnn o, 7]
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Then,
(3.7)

pir (D7) + o+ figmany (0, 7) =

T

S [ (—) - S[Ai [[/Llo[p, Py eotiimD )]s [ty 7], -, 7’]]”] .

Y

So, the solution of equation (3.1) and (3.2) is obtained by approximating n-term
given by,

wilp, vl = pap,r] + ...+ pinlp, ], i=1,2,..n.

This series solutions converges rapidly to exact solutions.

4. EXAMPLES

In this section, we test the applicability of iterative Shehu transform method
for solving the systems of linear and nonlinear FPDE:s.

Example 1. Consider the system of linear FPDEs [11]:
4.1) Dip—vy+v+pu=0, Dv—p,+pu+v=0 (0<a,B<1),
with initial conditions,
p(p,0) = sinh(p), v(p,0) = cosh(p).
Exact solution, when o = =1, is
w(p,r) =sinh(p —r), v(p,r) = cosh(p —r).

The system of linear FPDE’s (4.1) corresponding to the following Shehu equations:

X

pu(p,r)=87" [(g)_lu(p, 0)} +87 [(ﬁ s [Vp(p, r) —v(p,r) — pp, 7’)“

vp) =57 [(2) v 0] + 57 (2) S [t - vier) - ]|
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using the algorithm in equation (3.7) for some terms of u(p,r) and v(p,r) are

to(p,r) = sinh(p), wo(p,r) = cosh(p),

_ cosh(p)r® _ sinh(p)r?
:U“l(pvr)_ F(O!—Fl)? V1<par)_ F(ﬁ—{—l)’
(v.7) cosh(p)re™?  sinh(p)ret?  cosh(p)r?®
') = —
Ha\p Tla+B+1) Tla+B+1) TRa+l
sinh(p)re*?  cosh(p)ret?  sinh(p)r?
v (pr) = (p) (p) (p)

"T(a+4+1) T(a+p+1) T@26+1)

The series solution is given by,

p(p,r) = po(p, ) + pa(p, r) + pa(p, ) + ..

roth

= sinh(p) <1 + Tlat B+ + >

ro TOH—’B 7,204
4.2) _COSh(p)(r(aH) "Ta+s+) TatD +)

v(p,r) = vo(p,7) + 1(p, 1) + va(p,7) + ...

= cosh(p) (1 + F(Lw) + )

a+p+1
_ T’B ,r,a+,3 7“25
“-3) _Smh(p)<r(5+1) "Tats+D TEELD +)

By putting o = [ in equation (4.2) and (4.3), we find the solution of equation
(4.1) as follows:

w(p, ) = sinh(p) (1 + m + ) -

a 3«

cosh(p) (r(ar+ N F(3; T )

4.4)

2c

v(p,r) = cosh(p) <1 + m + >—

mm@mrdi¢)+rggin%"»’
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now by putting o = 1 in equation (4.3) and (4.4), we get,

wu(p,r) = sinh(p)(l + () + F(S)) — COSh(p)(F(Z) + o) + T 6)'“)’

vip,r) = cosh(p)(l + NE) + F(5)> - sinh(p)(ré) + 1;4) + ;6)...),
i.e.u(p,r) = sinh(p) <1 + ; + Z—T) — cosh(p) (7’ + 3—?; + g—?) = sinh(p — ),
v(p,r) = cosh(p) (1 + ; + Z—T) — sinh(p) (r + ;—T + g—f) = cosh(p — ),

which is the exact solution of (4.1) by taking o = g = 1.
Example 2. Consider the system of nonlinear FPDEs [11]:

DY+ vty — v, = — 1,
DV + Ty + g7y = V,
(4.5) D)1+ ppvg + pgvp =7, (0 < o, B,y < 1),
with initial conditions,
1(p,q,0) = e v(p,q,0) =€, 7(p,q,0) = e PH.
Exact solution, when a = =~y =1, is
— e PtatT,

w(p,q,r) =€t v(p,q,r) =€ T(p,gq,r)

Like Example 1, we write,

T €T

w(p,qr) =871 [(5) _lu(p, q, 0)} +857 [(—) h

y
S[ — 1P, ¢:7) = (P ¢, )Ty, 65 7) + vo(ps 4, 7) T (D1 4, T’)H

vipar) =S [G)_ly(p, q, o)} LSt [(g) 7
S[V(p’ 0, 7) = koD ¢, 7)74(D, 4 7) — q(P: ¢, 7)Tp (D1 4 r)H
rpar) =87 [6)_17(% 0.0)] +57[(%)

S[r(p,q,7) — (P, @, 7)ve (D, @, 1) — pg(D; @, 7)vp (D, ¢ T)H,

-
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using the algorithm in equation (3.7) for some terms of u(p,q,r),v(p,q,r) and

7(p.g,r) are

po(p. q,7) = €, u(p,q,7) = €, To(p, q,7) = e

ePtapa eP—lePtapa  oP—qp—ptapa ePtapa
MmO = T T T T TedD) | Tarl)
eP—4yB ePtie—ptapB  optap—ptaps eP—ap8
4 , 4, T) = — - + = — ,
S (- FS TR y(:FS ) L\ FS) A VY
T ,q,T) = — - = - )
nhd T(y+1) T(y+1)  T(r+1)  T(y+1)
AP GT) = Toa+1)  T(aty+1l) TlatB+1)

- +
r+nriy+1)a+B+~v+1  Tla+v+1)
eP~de Prapath [C(y+ B+ 1)eP~dePrapathity

+ ;
la+p+1) TE+)I(y+ D) (a+B8+y+1)

p2(psq,7) = T(2a+1)
( )= eP—4y28 eP—do=P+ayv B optapo—ptapats
PO T T8 11) T Tla+y+1)  Tla+B+1)
I'(y+a+ 1)ep—qe—p+q7,oa+6+v ePtdg—ptapy+8

- +
Lla+ DIy + Dl (a+B8+y+1  T(y+8+1)
ePTap—ptqpats L(y+ 8+ 1)€p+q€—p+q7aa+ﬁ+7

+ ;
Fla+B+1) T(a+)I(y+ DI (a+B8+v+1)

\p,q,7) = F(2B+ 1)
T: , 4, T) = - -
2P, 4 r2y+1) T(y+B8+1) T(a+y+1)
(o + B+ 1)ePtaep—apathty ePHaepr—apy+h

- +
Fla+1)IB+ 1) (a+B8+y+1 T(y+5+1)
ePtapp—apaty I'a+B5+1) ePTaep—apatpfty

+ ;
FNa+~v+1) T(a+DI'B+ DN a+p+v+1)

e~ Pt+a,2y
TQ(pa g, ’T‘) =

['(2vy+1)
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Therefore, the series solution is given by,

P+q .0 P+q .20
_ pta _ (& r e T
e a\k
— ePta(q (=) ): PHap (o
¢ ( +;r(m+1) & Ea(=r"),

V(p7 q, T) =l —

(ﬁ+ )+ (2ﬁ+1)+“'

_ ep+q<1 + Z F ]{;54_ ) _ ep_qu(—rﬁ),

e PtapY e—Ptap2y

F(7 + 1) i F(27 +1)

epﬂ(l + Z I( lm + ) = e THE (=17),

By putting a = = v = 1 we get,

T(p.gr) =" -

+ ..

Le)  I(3)

2 3

_ a1 _ r_r
eP q(l r+2| 3!..)

v(p,q,r) =€~ 4 o) + () +

r? r3
— oP—q _
e <1—|—r+2'+3' )
= ebtatr

—ptq —p+q,.2
_ e Py e T
T(p,q,r) =e "7+

F(2) + F(S) + ...
2 3

_ ,—ptq r T_

=e <1+r—|—2'—|-3' )

— Pt

which is an exact solution of (4.5) by taking « = § = 1. We also note that the
obtained result is like the result obtained by VIM and HAM [6, 7, 11].
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5. CONCLUSION

In this paper, a new method called Iterative Shehu Transform method is devel-
oped and applied it for finding the exact and approximate solutions of fractional
partial differential equations. This method gives solution in minimum compu-
tational work with high accuracy as compare to traditional classical methods. It
is also seen that ISTM has some advantage as compare to Homotopy analysis
method and Adomian decomposition methods because it does not requireany
numerical computation when we solve nonlinear problems. From this we can
clearly say that Iterative Shehu transformation method is the best refinement
for existing methods. Finally, we have illustrated the applications of the method
with help of solving two examples.
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