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ABSTRACT. Data mining is the process of extracting new information from the
existing data, in which classification plays a major role in different real-time
data analytics problems. In our proposed system, we are going to design a
classification algorithm for a subsidy delivery system based on the income data
set. Generally, subsidy will be assigned based on a few important parameters
like income, demographic and few financial parameters. Our proposed system
will develop a new classifier system for individuals for delivering the subsidy
and also simplify the data system by reducing the number of variables to be
considered, without sacrificing too much on accuracy. Such a system will surely
help for planning subsidy outlay, monitoring and preventing misuse.

1. INTRODUCTION

Regression analysis is a type of predictive modeling technique, which finds
the relationship between the dependent and independent variables. In general,
the regression is classified into three types such as linear regression, logistic re-
gression and polynomial regression. In this work, we will discuss how logical
regression helps to solve data analysis problems. The logical regression pro-
duces the result in binary format, which is used to predict the outcomes of the
categorical values. Generally final outcomes will be either 0 or 1, true or false,
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yes or no, high or low. The general mathematical equation of logistical regres-
sion is written as follows, where Y is the dependent variable based on X1, X2.

Y = C +B1X1 +B2X2 + ...

Logistic regression is a classification algorithm used to give judgements to a
discrete course of action of classes. Logistic regression is basically a supervised
classification algorithm. In a classification problem, the target variable (or out-
put), Y, can take only discrete values for the given set of features (or inputs), X.
Contrary to popular belief, logistic regression IS a regression model. The model
builds a regression model to predict the probability that a given data entry be-
longs to the category numbered as ’1’. Just like linear regression, it assumes that
the data follows a linear function. For further reference see [1-8].

Logistic regression becomes a classification technique only when a decision
threshold is brought into the picture. The setting of the threshold value is a
very important aspect of Logistic regression and is dependent on the classifica-
tion problem itself. Fig. 1 demonstrates the graphical representation of logical
regression and linear regression.

FIGURE 1. Linear Regression VS Logistic Regression Graph

The decision for the value of the threshold value is majorly affected by the
values of precision and recall. Ideally, we want both precision and recall to be
1, but this seldom is the case. The decision for the estimation of the breaking
point regard is altogether impacted by the estimations of precision and audit.
Ideally, we need both precision and survey to be 1.
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1.1. Low Precision/High Recall. In applications where we have to decrease
the number of fake negatives without in a general sense reducing the number
counterfeit positives, we pick a decision worth which has a low estimation of
Precision or high estimation of Recall.

1.2. High Precision/Low Recall. In applications where we have to decrease
the amount of some positives without basically reducing the number of fake
negatives, we pick a decision worth which has a high estimation of Precision or
low estimation of Recall.

2. PROPOSED WORKING MODEL

The proposed model working is represented in Fig. 2, which takes input as
data set, then we need to identify our main problem statement, problem con-
ceptualization, the suitable methods to solve that problem statement based on
that we need to identify. After identification of the problem using classification
techniques like Logistical regression, we will calculate confusion matrix and ac-
curacy score to verify our results with training and test data set.

FIGURE 2. Classification Model to find the income Bracket

3. RESULTS AND DISCUSSIONS

In this work, we are going to consider sample data set ’income.csv’ with 31973
rows and 13 columns with 4 numerical data types and 9 categorical data types.
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This data consists of columns like Job Type, EdType, marital status, occupa-
tion, relationship, race, gender, capital gain, capital loss, hoursperweek, native
county and Sal Stat. Our main aim to develop an income classifier with a re-
duced number of variables from the considered income data set. The proposed
system uses the data set, which is supplied to the classification algorithm, from
which we develop a model based on the training data. Those results are val-
idated using test data. Finally, the least required variable is used to build the
income classification model. The first phases of our proposed work is identify-
ing the missing values, from the data set and apply the proper pre-processing
techniques to clean the missing values. Identifying the most influencing vari-
able from the data set is another important task with respect to salary status
variable, which can be achieved using statistical techniques like correlation, chi-
square test. Visualization is demonstrated by box plot and scatter plot. Fig. 3
shows the basic statistical information about income data set like mean, stan-
dard deviation, minimum, maximum values of corresponding attributes. Fig. 4
will represent the correlation between the numerical attributes like age, capital
gain, capital loss and hours per work from the income data set.

FIGURE 3. Statistical information about income data set

Fig. 5 represents the frequency distribution of SalStat, which is visualized into
two categories: salary greater than and less than 50,000. Many of the attributes
are less than 50,000. Fig. 6 represents the age attribute visualized into a his-
togram, into 10 bins from 0 to 90. The graph demonstrates the maximum ages
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FIGURE 4. Correlation between the attributes

FIGURE 5. Frequency Dis-
tribution of SalStat FIGURE 6. Histogram on Age

are from 40 to 50 years. Fig. 7 represents the bar plot between occupation vs
SalStat, maximum occupations are adm-clerical, craft-repair and other services.

FIGURE 7. Occupation Vs SalStat
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FIGURE 8. Capital Gain vs SalStat FIGURE 9. Capital Loss vs SalStat

Fig. 8 shows the SalStat vs Capitalgain, 27611 persons have zero relationships
with SalStat from income data set. Fig. 9 shows SalStat vs Capitalloss, 28721
persons have zero relationships with SalStat from income data set.

The actual implementation is tested using logistic regression and the KNN
algorithm, in which the income data set contains SalStat, which are categor-
ical variables. As per the analytics technique, the categorical variable would
not classify directly, so those values will be converted into a number of types
using Map() function. The SalStat attribute is converted into numerical types.
The data set is tested using logistic regression and the KNN algorithm, whose
accuracy values nearly to 84.02%.

Logistic regression is a machine learning classification algorithm that is used
to predict the probability of the categorical dependent variable. Using logistic
regression, we will build a classification model based on the income data set.
First, the SalStat variable is modified into 0 or 1. Fig. 10 represents the SalStat
column converted into categorical and numerical attributes values either 0 or 1
by using the map function. Fig. 11 represents the total income that is converted
into dummy values based on the SalStat column attribute.

4. ACCURACY CALCULATION

Fig. 12 shows the logistic regression, which is calculated based on the con-
fusion matrix and accuracy score function values for the income data set. The
final accuracy value is 0.85. These values are tested using the training data set.
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FIGURE 10. Conversion of categorical variablesinto numerical for
SalStat Variables

FIGURE 11. Income data set converted into dummy values

FIGURE 12. Accuracy Calculation using logistic regression

5. CONCLUSION

Data analytic provides various techniques to investigate the various real-time
data set applications, and to predict the future analysis of related domain or
area. In this work we have proposed data mining logistical regression which will
predict the subsidy of the customers based on the salary attribute. It generates
the confusion matrix based on the training data set and the performance of the
proposed system is tested using an accuracy score function. Our system selects
explicit attributes from the data set to assemble the logistic regression system
which produces an accuracy of about 85.02 %.
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