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EMPHASIS OF COEFFICIENTS ON THE CONVERGENCE RATE OF FIXED
POINT ITERATIVE ALGORITHM IN BANACH SPACE
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ABSTRACT. This paper deals with the fixed point iterative schemesthat are be-
ing utilized to solve the systems of nonlinear equations in various fields and
spaces. The convergence speed of iterative processes is highly focused, cal-
culated and comparedwith various original methods to check the efficiency of
these methods towards its optimal solution. The effect on the speed of conver-
gence by the coefficients included in these iterative algorithms are investigated
and analyzed in this manuscript. Moreover, the results on the convergence rate
of various fixed point iterative schemesare supported by comparing the conver-
gence rate of these iterative plans using the methodology of interchanging the
coefficients of these algorithms. The convergence behaviour of these iterative
processes is also shown graphically. In a nut shell, the comparison analysis
shows that the coefficients involved in such type of schemes may vary the con-
vergence rate of the schemes towards their fixed points.

1. INTRODUCTION

This paper deals with the fixed point iteration methods that utilized to solve
linear and nonlinear systems. It is assumed that each problem of can be ex-
pressed using the fixed point algorithm. Fixed Point Algorithm (FPA) is a type
of tools which is available everywhere and use tofind more accurate solutions

1corresponding author
2010 Mathematics Subject Classification. 47J26.
Key words and phrases. Banach Space, Contractive Mapping, Convergence Rate, Fixed Point

Iterations, Fixed Point.
5621



5622 N. KUMAR AND S. SINGH CHAUHAN (GONDER)

to non-linear systemsused in Analysis, Algebra, Geometry, Logic etc.The con-
vergence speed of these procedures playan effective role in the solution of non-
linear systems. This paper discusses about the fixed point iterative schemes with
it various applications in every field science and technology. A very common and
fundamental application of fixed point in computer science is in recursion the-
ory and mathematical model loops. The utilize of its algorithm is because of
the semantics of recursion that are depicted by fixed points of functions. One
of the first occurrence of fixed points is in the field of automata (robotics). The
theorem about the existence & axioms of the FPs is popularlyregarded as the
’fixed point theorem’ (FPT). Several remarks, results and consequences in the
theory of automata are obtained from the basicresults of fixed points.

Several prominent applications related to the fixed point theory (FPT) are
there in every field of Mathematical science and technology. In analysis, fixed
point has aimperative job in software engineering and in data-flow analysis as
programming languages compilers use fixed point calculation for program state-
ment analysiswhich is often required for code optimization. In numerical anal-
ysis, one can calculate the FPs of the iterationfunctions using FP-iteration. The
fixed point iteration for a point τ in the domain of function ϕ is defined as
τp+1 = ϕ(τp) for p ≥ 0. In Numerical analysis, it is a method of determining
fixed point by doing a number of iteration steps to the function. The fixed point
iteration process may be called as a chain point, because the current result of
the immediate solution treated as an input to next solution. So it creates a chain
point in more appropriate values of the solution.

The Fixed Point Algorithm (FPA) generates a recursive sequence that find the
fixed point for some standard functions. The major advantages and benefits of
these algorithmsare that these are not difficult to implement on Mathematical
models and functions. The Fixed Point Algorithm (FPA) uses a value, ideally
chosen very close to the fixed point thatwe want to find and a function ϕ(τ) that
generates a recursively defined sequence τp for p = 0 and τp+1 = ϕ(τp) where
p ≥ 0.

The Carl Gustav Jacob’s (CGJ) or Jacobi iterative procedure (JIP) is a promi-
nent method for finding solution of diagonal system ofequations. Similarly,
Gauss Seidel Iteration method (GSIM) utilizes the latest approximate values
and scan the mesh points symmetrically from left rows to right rows along with
successive rows.
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2. PRELIMINARIES

A fixed point of a function ϕ(τ) is a value τ0 in the domain of function such
that ϕ(τ) = τ . Geometrically, a fixed point occurs at which the graph of the
function ρ = ϕ(τ) crosses the graph of ρ = τ .

Fig. 1: Fixed Point

Following are some basic definitions and preliminaries that are used in this
paper.

Definition 2.1. Let B be a non-void set and ϕ be a self-mapping on B. A FP of ϕ is
an object in B that is drawn to itself, i.e. τ ∈ B implies ϕ(τ) = τ .

Definition 2.2. Assume that C ′ ⊆ B be a non-void closed and convex subset. A
function ϕ : C ′ → C ′ is non-expansive if

(2.1) || ϕτ − ϕρ|| ≤ ||τ − ρ ∈ C ′.

Definition 2.3. Let (B, ω) and ϕ : B → B be a map on B. Define Fϕ = {τ ∈
B|ϕτ = τ} as the collection of fixed points of ϕ, then

(2.2) ω(ϕτ, ϕρ) ≤ µω(τ, ρ)∀τ, ρ ∈ B

and µ ∈ [0, 1) is known as Banach contraction’s condition.

Definition 2.4. A mapping ϕ : B → B is supposed to be non expensive if ω(ϕτ, ϕρ) ≤
ω(τ, ρ)∀τ, ρ ∈ B. It is called a contraction if for all τ, ρ ∈ {B}, ∃µ ∈ (0,1) such
that

(2.3) ||ϕτ − ϕρ|| ≤ µ||τ − ρ||
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Definition 2.5. Let {σp} and {σ′
p} be two sequences approaches to n and m, then

{σp} moves faster than {σ′

p′} if

(2.4) lim
p→∞

|| σp − n ||
|| σ′p − m ||

= 0.

In the following section, we discuss the comparison of various possible iter-
ations obtained by exchanging the coefficients and their comparison analysis is
recorded as improved version.

3. NUMERICAL CONVERGENCE

Example 1. Let B = [1, 50] with initial values σ0 = 20 and τ0 = 30 where the
coefficient θp = 0.70 and δp = 0.80 for all p ≥ 0. Define two maps ϕ1 : B → B and
ϕ2 : B → B by ϕ1(σ) = σ

1
2 and ϕ2(σ) = σ

1
3 where ϕ1 and ϕ2 are the contraction

maps.

Solution. Consider the following fixed point iteration scheme:

(3.1) ϕ2 σp + 1 = (1− θp)ϕ2σp + θpϕ1τp,

(3.2) ϕ2τp = (1− δn)ϕ2σp + δpϕ1σp,

where σ0 = 20, τ0 = 30, θn = 0.70 and δ0 = 0.80 for all p ≥ 0,

ϕ2 σp + 1 = θpϕ2σp + (1− θp)ϕ1τp

(3.3) ϕ2τp = δpϕ2σp + (1− δp)ϕ1σp,

ϕ2 σp + 1 = θpϕ2σp + (1− θp)ϕ1τp,

(3.4) ϕ2τp = (1− δp)ϕ2σp + δpϕ1σp,

and

ϕ2 σp + 1 = (1− θp)ϕ2σp + θpϕ1τp,

(3.5) ϕ2τp = δpϕ2σp + (1− δp)ϕ1σp,

where σ0 = 20, τ0 = 30, θ0 = 0.70andδ0 = 0.80.
Here in the following table, we compare four different cases of this iterative

method:
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From the above tables, we analyze the iteration (5) converges more rapid
than all iterations (6)-(8). The following pie graph represents the convergence
behaviour of this iterative method:
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4. CONCLUSION

The above analysis of convergence speed of particular iteration process, it
is investigated that the convergence rate of such iterative processes vary effi-
ciently when the coefficients involved in these methods are interchanged with
its respective iterative schemes. By numerical consideration, clearly the iterative
process (5) converges with a rate faster than the iterations (6)-(8). Moreover, it
is clear from the graphical presentation that the iterative procedure (7) moves
quicker than the iteration (6) and the iteration (8) approaches to its fixed point
better that the iterations (6) and (7). So all in all, we say that the iterative
plan (5) moves more rapid than all the cases of fixed point iterative process
considered in this manuscript.Therefore, it is analyzed that the coefficients of
these iterative processes have a notable effect on the convergence rate on these
schemes. Following is the convergence behaviour of this iterative procedure:
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