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TECHNIQUE TO CLASSIFY SOCIAL SPAMMERS
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ABSTRACT. Spamming has become pervasive. With the advent of several online
social networks, the population of spammers to disturb and disrupt the network
is increasing. Hence, there is a crucial need to devise methods to effectively de-
tect spammers in these platforms. As spammers spread malicious activities, the
detection process is to be quick and robust to prevent the system at an early
stage. In this paper, we apply the Whale Optimization Algorithm (WOA), a
population-based heuristic technique, to classify spammers. Further, IP-address
based features are proposed apart from utilizing user, content-related features.
To accomplish this, a Twitter data was constructed with 9688 instances, balanc-
ing the classes equally. To evaluate the performance of WOA, several baseline
classifiers were compared based on the metrics Accuracy, Precision, Recall, and
F-Measure. The research outcomes suggest that the WOA + Decision Tree ap-
proach yields an accuracy of 95.34% and is effective in selecting an optimal
subset of features.

1. INTRODUCTION

Spamming has become pervasive. With the advent of online internet commu-
nication, businesses have started adopting various online platforms as a tool for
branding, promotions, and sales. Heterogeneous fields such as movies, hotels,
televisions, photography, arts, and job portals make use of these online media
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to satisfy its needs to showcase products or services. Spamming is widespread
in the form of opinion spam, product review spam, movie review spam, hotel
review spam, web spam, and social media spam, etc., [20]. In this work, we ad-
dress the social media spamming and attempt to identify the hidden spammers
based on several characteristics.

Most of the Online Social Networks (OSN) suffer from spammers who execute
spamming or malicious activities that would disturb the user experience [19].

Several techniques have been proposed in the past to fight against these spam-
mers. However, the spammers smartly find alternative ways to escape from the
trap and continue delivering spamming actions [1]. A more generic way that
had widely been adopted to address this problem is by employing a classifier
which in turn categorizes the profiles as spam or genuine [21]. The machine
learning algorithms are utilized as classifiers in the process. The classification
process involves the collection of relevant attributes that would contribute to
the process of categorization. However, practically not all the attributes would
be essential for category prediction. In this phase, the attribute selection pro-
cess plays a vital role to reduce the number of attributes input to the machine
learning algorithms thereby reducing the prediction time or speeding up the
labeling process without affecting the prediction accuracy. And, in this work,
we apply one of the efficient population-based algorithms, the Whale Optimiza-
tion Algorithm (WOA), a swarm intelligence technique to effectively classify the
spammers among a pool of online social networkers.

To tackle the evolving spammers [18], IP-Address based features are also rec-
ommended in this study.The remainder of the paper is organized as follows:
Section II briefs the literature survey with the state of art techniques that had
been applied earlier. The proposed technique of WOA based feature selection
process and spam classification is detailed in Section III. The newly designed
features to overcome the evading spammers are listed and explained in Sec-
tion IV along with a brief description of the dataset constructed and compared
with that of several base classifiers based on predefined metrics and Section V
concludes the work.

2. LITERATURE SURVEY

Social Media houses wealth of data, which upon mining uncovers valuable in-
formation. Several mining approaches have been performed on social networks
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as in [2]. In this work, the author gathered Twitter data that are publicly avail-
able from five fitness mobile apps. They concluded that a wealth of information
source is available from the Twitter data that is shared by the fitness mobile app
users. A spam detection framework was proposed in [3] to detect spammers
across social networks based on user-profile, message, and web pages. How-
ever, the behavior of spammers was not considered in the model.

The author provided a detailed study of the behavior of suspended users
in [4]. The study concluded that apart from bots that are noisy to the social
networks, the noisy users are also present, who would influence the platform.
Spamming is also prevalent in web medium and hence in [5], a study was con-
ducted to classify spam web pages based on the content and link oriented ap-
proaches. It further experimented on the WEBSPAM-UK200K dataset that con-
sisted of 11,402 web pages.

As spammers are existent in all forms of social media networks, besides con-
tinuing researches in popular Facebook and Twitter medium, a spam detection
work was carried out in [6] on Sina Weibo, a popular Chinese social networking
platform. The message content and user-related features were extracted from
profiles using APIs and fed to the Extreme Machine Learning (ELM), an ML clas-
sifier, which inturn labels the profiles as spam and non-spam. The results of ELM
were compared to that of SVM, Naïve Bayes, Decision Tree, and Bayes Network.
Though ELM and SVM were competitive in results, ELM outperformed in terms
of training and testing time. In [7], Twitter spam detection was conducted and
yielded an interesting pattern about spammers. The author demonstrated the
existence of two different classes of spammers, viz., the one whose account is
compromised and the other one, a fraudulent entity.

In [8], the author performed yet another twitter spam detection task using
PCA and K-means clustering. Besides retaining the conventional features, a new
set of features in the tweet based category was proposed. MLP, SVM, and Ran-
dom Forest were used to test the effectiveness of the proposed features. Random
Forest achieved a True Positive Rate of 96.20% with reduced error rates. The
twitter data extracted consisted of 15,000 non-spam & 10,280 spam accounts.
The algorithms were implemented using Weka. In contrast to all the earlier
works, spam detection in mobile social networks was performed in [9]. By
utilizing fog computing, a methodology called COLOR+ was proposed that con-
siders only the interaction between the account and its neighbors. The method
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reached an accuracy of 85.95% with an effective detecting time of 0.01 seconds.
Not only the individual spam accounts initiate malicious activities, but they also
formulate a spamming community and use the medium for spamming purposes.
In [10], SpamCom, an unsupervised approach to detect spam communities was
proposed by utilizing URL-based, community-related, and graph-based features
of individual accounts.

Social graphing and accounting features are computationally expensive meth-
ods. Hence, employing only user and tweet based features and Random Forest
as an ML algorithm, a spam labeling was done in [11] and resulted in an ac-
curacy of 90%. The tweet based features included emoji, words, and numbers
present in the tweet content.

The social network comprises a huge set of attributes and not all of them
significantly aid in the process of spam categorization. Hence, reducing the
feature set size before initiating the classification process would increase the
prediction time. This time reduction is very crucial as the spammers are to be
spotted before they could harm the network. The author in [12] proposed a
rough set theory-based approach to select the features and obtained promising
performance with these minimal set of features.

3. WHALE OPTIMIZATION ALGORITHM FOR SPAM DETECTION

The Whale optimization algorithm (WOA) was primarily developed based on
the hunting behaviour of humpback whales [13]. The humpback whales dis-
play a movement called "Bubble net feeding" to gulp the prey by establishing
a structure with a circle of bubbles. The algorithm consists of two phases. (a)
Exploration (randomly searching for the prey), and (b) Exploitation (encircling
prey and spiral bubble net attacking method). The encircling pattern is math-
ematically demonstrated using the equation (3.2) to update the position of the
whales:

(3.1) ~E = ~C2. ~X∗(t)− ~X(t),

(3.2) ~X(t+ 1) = ~X∗(t)− ~C1. ~E,

where ’t’ denotes the present iteration, X∗ represents the best solution obtained
till present iteration, X is the current solution, C1 & C2 are co-efficient vectors
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and are calculated using the equations (3.3) and (3.4),

(3.3) ~C1 = 2~s.~r − ~s,

(3.4) ~C2 = 2.~r,

(3.5) s = 2− t 2

tMax

,

where ’s’ decreases from 2 to 0 as in Eq. (3.5) and r is a random vector in the
range [0,1], tMax is the maximum iteration defined in the algorithm. As can be
seen in the process of encircling prey, the positions are updated based on the
best solution. The humpback whales traverse towards the prey in a shrinking
encircling pattern as well as a spiral-shaped path. The movement of a spiral-
shaped path is formulated as follows,

(3.6) ~X(t+ 1) = ~D′ .evu.cos(2πu) + ~X∗(t),

(3.7) ~D′ = | ~X∗(t)− ~X(t)|,

where ~D′ is the distance from the ith solution to the best source, v is a constant
that defines the shape of the spiral & u is a random number in the range [-1,
1]. The humpback whales move around the target as well as wander along
a spiral path simultaneously. This synchronized behavior is simulated as in Eq.
(3.8) by invoking a likelihood that assumes 50% to select between the encircling
mechanism and a spiral path updating procedure to transform the locations,

(3.8) ~X(t+ 1) =

 ~X∗(t). ~C1. ~E p < 0.5

~D′ .evu.cos(2πu) + ~X∗(t) p ≥ 0.5
,

where p is a random number in [0, 1].
Besides displaying the aforementioned mechanisms for updating the loca-

tions, the whales also execute a random search to discover the target that con-
stitutes the exploration phase or global search of this algorithm.

A whale is randomly chosen and the positions of the rest of the whales are
accordingly updated. The condition | ~C1| > 1 greatly facilitates the global search
process and is executed using the equation (3.10),

(3.9) ~E = | ~C2. ~Xrand − ~X|

(3.10) ~X(t+ 1) = ~Xrand − ~C1. ~E,
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where ~Xrand is a whale randomly chosen from the population. WOA is a global
optimizer that facilitates both diversification and intensification.

Fig. 1 WOA for Spam Detection

The solution is represented in a binary encoding format, where each dimen-
sion of a solution vector holds a value of ‘1’ or ‘0’. The presence of a 1 indicates
that the feature is included in the solution and a 0 indicates the exclusion of
feature from the solution vector. The accuracy of the classifier serves as the fit-
ness value for evaluation. All the feature dimensions, for which a ‘1’ has been
marked, are extracted from the original dataset. Only those attributes are served
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to the classifier for training and testing purposes. Thus, for all the combinations
of binary vector displayed by the initial population, fitness scores are calculated
and the algorithm enters the phases of WOA for further refinement of feature
subset selection.

(3.11) Accuracy =
A

B
,

where, A = TP + TN and B = TP + TN + FP + FN.
The values to calculate accuracy are derived from the metrics defined in Table

1. Apart from accuracy, the other measured adopted for the study is described
in section IV and these are also constructed based on Table 1.

4. EXPERIMENT AND RESULT ANALYSIS

The feature subset selection using WOA is then followed by subset evaluation.
Each subset is evaluated using a classifier. In this work, machine learning algo-
rithms such as Naïve Bayes classifier, Support Vector Machines, K-Nearest Neigh-
bours, Random Forest, and Decision Trees are used for evaluation. These ML
Algorithms have widely been used for the spam identification problem [14,15].

A. Dataset preparation
To perform the spam profile classification problem, a twitter dataset was man-

ually constructed, and using the oversampling techniques, a balanced dataset
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was created with 9,688 instances. The details of the dataset are provided in
Table II.

B. Feature framework
Attributes related to user, profile, activity, and account are employed for the

classification procedure. Furthermore, we propose a novel set of features to
enhance spam detection. A method devised during a particular period may
not be effective during another course of time as the spammers keep evolving
and altering the strategies to evade the network of trust. Hence, there is a
pressing need to have detector systems that would be robust with time and
locates the spammers in the heavily populated social network. The IP addresses
are numerical labels that are assigned to devices connected to the network.
The values of IP addresses cannot be modified, manipulated, or camouflaged
unlike features such as no. of followers, tweets, URLs, etc., Thus, analyzing the
IP address based activities would simplify the task of uncovering the adversaries
hidden in the network. The spammers exhibit a unique pattern that could visibly
be traced using the IP address based features. Table IV shows the proposed
feature set F22, F23, F24, F25 and F26. Based on an extensive study and analysis
from the literature, a complete feature set considered for the problem is listed
in Table III [16] & [17].

C. Evaluation Metrics
The Precision, Recall, and F-Measure are used as evaluation metrics and is

calculated as:

(4.1) Precision =
TP

TP + FP )
,

(4.2) Recall =
TP

TP + FN
,



APPLICATION OF AN EFFECTIVE WRAPPER FEATURE... 5721

(4.3) F −Measure =
2× Precision×Recall
Precision+Recall

.

D. Experimental Setting
The algorithms devised and used in this work are all manually coded in

Python language using Spyder, a free integrated development environment in-
cluded with Anaconda. The Scikit package was imported to evaluate the subset
using ML algorithms. The experiments were performed on a Windows 10 ma-
chine with Intel Core i7-3630, 2.40 GHz processor and 8 GB RAM.

The default setting of the Scikit package was used for all the classifiers. The
training and test data were split based on 70% and 30% ratio respectively. In
the first phase of the experiment, all the features are considered for classifica-
tion. This phase did not involve any feature selection algorithm. The results are
presented in Table IV.

As can be seen in Table IV, the best accuracy was obtained by the Decision tree
with an accuracy of 94.94%. The subsequent best values have been obtained by
Random Forest, K-NN, Naïve Bayes, and SVM with accuracy measures 88.06%,
74.2%, 58.64%, and 49.94% respectively. The decision tree output a fair value
for all metrics. However, Naïve Bayes outperformed the other classifiers for
Recall with a measure of 99.67% and SVM with 98.41%. The Random Forest
yielded an outstanding Precision measure of 97.67%.

The WOA was then applied for feature selection and the performance was
evaluated using the baseline classifiers. The initial population was set to 7 with
the boundary vector [0, 1]. The values are averaged over 5 runs. The values
for various metrics for WOA with 10 iterations are provided in Table V. WOA +
Decision Tree achieves an accuracy of 95.34% which is higher than the classi-
fication result performed without feature selection. The Random Forest yields
the second-best accuracy with 88.15%. It is to be noted that all the classifiers
produced a similar or better output concerning the entire metrics when classifi-
cation is performed comprising the feature selection process. The WOA, when
employed along with Decision Tree, gives better values in terms of Accuracy,
Precision, Recall, and F-Measure. For Random Forest, the performance is main-
tained in union with WOA.
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The algorithm was analyzed for results when iteration was increased to 15
and is displayed in Table VI. With an increase in iteration, the Recall measure
of Naïve Bayes was increased to 98.55% from 82.23%. However, Accuracy and
Precision were degraded. Except for a slight increase in Recall measure for K-
NN, the other values obtained were more similar to that of for 10 iterations.
The SVM displayed a degraded performance for Recall and F-Measure while
maintaining the performance of Accuracy and Precision. The Decision Tree re-
tains similar results except for a slight decrease for Recall with 95.59%. As in
the other cases, Random Forest also didn’t showcase an enhanced performance
with an increase in iterations.
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The iteration count was further increased to 20 to investigate the effects on
the results produced by WOA and presented in Table VII. The WOA + Naïve
Bayes showed improved performance on increasing the iteration count to 20.
However, the results produced for 10 iterations stand best. The KNN showed
considerably improved performance when iteration is set to 20. Similarly, though
SVM showed improved results, the better values were obtained for 10 iterations.
As in for other iteration counts, the WOA + Decision Tree and WOA + Random
Forest preserved the quality of all the metrics. Hence, it is concluded that WOA
+ Decision Tree yields the best accuracy of 95.34% for the Twitter spam detec-
tion problem. An increase in iteration does not result in improved performance.
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To further evaluate the number of features selected, the two best performing
classifier combinations WOA + Decision Tree and WOA + Random Forest are
presented in Table VIII.
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5. CONCLUSION

This paper addressed the spam detection problem in online social networks.
To accomplish this, a twitter dataset was manually constructed. Feature cate-
gories such as user, content-related attributes were used. Additionally, to cope
up with the evading spammers, a new set of IP-address based features were
proposed. These features are strong, powerful, and difficult to manipulate by
spammers. To reduce the feature set size and select only the most contributing
subset, Whale Optimization Algorithm, a population-based heuristic technique
was applied to effectively choose the feature subsets. The performance was eval-
uated on several baseline classifiers. The overall performance suggests that the
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performance of the classification was either improved or retained on the account
of employing WOA for pre-processing. And, the best accuracy was obtained by
WOA + Decision Tree.
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