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CLASSIFICATION AND REGRESSION TREES WITH GINI INDEX

T. DANIYA1, M. GEETHA, AND K. SURESH KUMAR

ABSTRACT. Classification and Regression Trees (CART) is applied for classifying
and predicting regression problems. The CART model is represented using a
binary tree, which uses split rule at each root node. Starting from the root
node the split condition is applied and the decision process is continued for
each sub root node. ‘x’ represents a single input variable at each root node
including a split on that variable. ‘y’ represents an output variable, placed
at the leaves which predicts the output. The output variable can be defined
with a continuous target or a categorical target. The continuous target uses
a sum of square errors and the categorical target uses the choice of entropy.
Gini measure is a splitting rule. In this paper, CART uses the Gini Index for
classifying the decision points. The choice of applying splitting rule improves
the performance of the CART classifier algorithm.

1. INTRODUCTION

Classification and regression trees are used for classification or regression pre-
dictive working problem. Each node of the classification and regression tree
model has two children only, which is a binary tree condition. The input vari-
able ‘x’ is stored at the root node and output variable ‘y’ is at the leaf node.
Splitting rule is applied to input variable and output is predicted with the out-
put variable ‘y’. A process of dividing the input space is binary decision tree.
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The Various measures [9] like entropy, Gini Index and Information Gain are
developed for attribute selection in order to place a particular attribute in an
appropriate position of the decision tree. For doing this, an average is calcu-
lated between Gini Index, Information Gain and Diversity Index and based on
this attributes are assigned with a weight, finally for classification, the attribute
that has highest average value is selected. For example, given a dataset with
two inputs x1 -> height in centimeter and x2 -> weight in kilogram. Output
is to predict whether the person is male or female. The decision tree can be
represented as in Fig. 1. In Classification and regression trees we use the greedy
approach. Using this approach we divide the input space called recursive binary
splitting.

FIGURE 1. Decision Tree Representation

Splitting Rules. The greatest separation in the target variable ‘y’ is achieved by
selecting and input variable (x=t1).

Regression Trees. “Use sum of square of errors”

Classification Trees. Use the choice of “Entropy”, “Gini measure”, “twoing”
Splitting rules. In this paper, section 2 comprises of the related work where
several related articles are referred and the work related to the references are
expressed in detail. In section 3, the detail methodology for calculating the Gini
Index measure for each attributes is mentioned along with algorithmic percep-
tion. In section 4, the results are discussed and the paper is concluded in section
5.
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2. RELATED WORK

The administered learning procedures, the preparation information is named.
It implies every perception in the informational collection has both spellbinding
factors and a named result variable. Marks can be either classes or persistent
qualities [1]. In contrast to managed learning, with solo learning the informa-
tion isn’t marked. For accurate future predictions this learning model maps the
input and output variables. In Unsupervised learning the training set consists
of descriptive variables and not the outcome variables Perhaps the model itself
has to predict the interesting pattern and structure present in the data [2]. The
aim of classification algorithm is to develop a model by analyzing the training
data and predicting the future characteristics. Decision tree is an efficient classi-
fication algorithm which classifies the data based on the input values to number
of classes, which are categorical in future [4].The classification in decision tree
starts at the root node and progressed till the leaf node which predicts the class
labels of an output variables [5]. The split condition at each node decides a
traversal towards the leaf nodes and results in homogeneous subsets.

Each homogeneous subset should hold same class label using relative data to
achieve homogeneous subset is not possible which results in split criterion to
ensure lowest impurity in chosen nodes [6]. In research field there are different
applications like image forgery detection [8], face detection [7], Plant disease
detection [3] using Machine Learning Algorithms. One of the main advantage
[10] of Gini Index is that, it can distinguish any two distributions that has same
entropy measure. This is because, any distribution cannot be summarized with
a single measure. Most of the government agencies uses Gini Index for summa-
rizing the income inequality.

3. METHODOLOGY

How classification and regression trees selects the optimal trees. Use Cross
Validation to select the optimal decision tree. Basic idea is “grow the tree” out of
far as you can and then “prune back”. Then this cross validation tells you when
you stop “pruning”. The Classification and regression trees use a new metric
named as Gini Index to create decision points for classification tasks. The Gini
Index in-equality can be expressed as Eq. 1,
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Inequality =
∑
j

Xjf(rj).(3.1)

For uniform population,the Gini Index can be expressed as Eq. 2,

G =
2
∑n

i=1 iYi
n
∑n

i=1 Yi
− n+ 1

n
.(3.2)

The Gini Index for calculating discrete probability distribution depicted in Eq.
3.

G = 1−
∑n

i=1 fYi(Si−1 − Si)

Sn

.(3.3)

The Gini Index for calculating continuous probability distribution expressed as
Eq. (4).

G =
1

2µ

∫∫
|Q(F1)−Q(F2)|dF1dF2.(3.4)

Gini Impurity can be expressed as Eq. 5.

Gini Impurity = 1−
c∑

i=1

P 2
i .(3.5)

Steps to Pick a Decision Node.

Step 1: Calculate the Gini Index for each attribute.

Step 2: Weighted sum of Gini indexes is calculated for the feature.

Step 3: Pick the attribute with lowest Gini index value.

Step 4: Repeat 1,2,3 until a generalized tree has been created.

For the dataset in Table 1, the decision tree can be represented in Fig. 2.
Consider the outlook in the Table 1. Outlook is a nominal feature. It can be

Daylight, Cloudy or Rainfall. Now from Table 1, we summarize the final decision
for outlook feature in Table 2. Now put these values in the formula for Gini
Index. So we get,

• Gini(Outlook=Daylight)=1-(2/3)2-(3/5)2=0.48
• Gini(Outlook=Cloudy)=1-(4/4)2-(0/4)2=0
• Gini(Outlook=Rainfall)=1-(3/5)2-(2/5)2=0.48
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FIGURE 2. Decision tree for Table 1

TABLE 1. Dataset

Day Outlook Temperature Moisture Breeze Play Game
D1 Daylight Hot Huge Light No
D2 Daylight Hot Huge Heavy No
D3 Cloudy Hot Huge Light Yes
D4 Rainfall Warm Huge Light Yes
D5 Rainfall Cold Regular Light Yes
D6 Rainfall Cold Regular Heavy No
D7 Cloudy Cold Regular Heavy Yes
D8 Daylight Warm Huge Light No
D9 Daylight Cold Regular Light Yes
D10 Rainfall Warm Regular Light Yes
D11 Daylight Warm Regular Heavy Yes
D12 Cloudy Warm Huge Heavy Yes
D13 Cloudy Hot Regular Light Yes
D14 Rainfall Warm Huge Heavy No

Then we calculate the weighted sum of gini indexes for outlook feature.
Gini(Outlook)=(5/14)*0.48+(4/14)*0+(5/14)*0.48=0.342
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TABLE 2. Final decisions for outlook feature

Outlook Yes No Number of instances
Daylight 2 3 5
Cloudy 4 0 4
Rainfall 3 2 5

Repeat the same steps for other attributes temperature, Moisture and Breeze.
The Weighted sum of Gini Indexes mentioned in Table 3. From above feature

TABLE 3. Weighted sum of Gini indexes

Feature Gini index
Outlook 0.342

Temperature 0.349
Moisture 0.367
Breeze 0.428

values, we have to pick the lowest one as the root. So from above table we get
outlook at the root which has less Gini Index Value. Now the Decision tree look
like in Fig. 3.

If you see the Cloudy, all the decision is “yes” so we can directly put “yes”.
This is the first decision we made. Now look on Daylight, here we have multiple
decision ‘yes’ and ‘No’. Already we used outlook, So consider the other three
features and calculate the Gini Index from above tables and weighted sum of
Gini Indexes mentioned in Table 4. The Gini Indexes from Table 4 is calculated

TABLE 4. Weighted Sum of Gini indexes

Feature Gini index
Temperature 0.2

Moisture 0
Breeze 0.466

from the Table 5, Table 6 and Table 7 target values.

• Gini(Temp=Hot)=1-(0/2)2-(2/2)2=0
• Gini(Temp=Warm)=1-(1/2)2-(1/2)2=0.5
• Gini(Temp=Cold)=1-(1/1)2-(0/2)2=0
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FIGURE 3. Decision Tree based on split conditions

TABLE 5. Predicted target value for Daylight

Temperature Yes No Number of instances
Hot 0 2 2

Warm 1 1 2
Cold 1 0 1

Then we calculate the weighted sum of Gini indexes for Temperature feature.

Gini(Temperature)=(2/5)*0+(2/5)*0.5+(1/5)*0=0.2.

Similarly below table we calculate, Gini(Moisture)=0 and Gini(Breeze)=0.466.
Now Moisture has value ‘0’ that is less value. So, it is splitted as shown in Fig.

TABLE 6. Predicted target value for Moisture

Moisture Yes No Number of instances
Huge 0 3 3

Regular 2 0 0
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TABLE 7. Predicted target value for Breeze

Breeze Yes No Number of instances
Light 1 2 3
Heavy 1 1 2

4. In above decision tree, all the output decisions for Huge is “No” and Regular

FIGURE 4. Decision Tree on splitting ‘Moisture’

is “Yes”. So we do not want to calculate further, we directly place Moisture as
‘No’ and ‘Huge’. So we get the decision tree as Fig. 5.

4. RESULTS

Since the output decision of “Rainfall” has multiple classes that is ‘Yes’ and
‘No’, again we have to calculate the values. By following the previous steps,
we get the final decision tree as Fig. 6. In Table 8, the weighted sum of Gini
index for each attribute is listed which has been evaluated with the help of
splitting rule on decision nodes. The graphical representation of the Gini index
is depicted in Fig. 8.
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FIGURE 5. Decision Tree on splitting ‘Rainfall’

FIGURE 6. Final decision tree

5. CONCLUSION

Gini Index is popularly used in economics and distribution theory. Some of the
other applications are biodiversity measurement, healthcare, education, chem-
istry, credit risk management so on. In this paper, several related articles are
referred with respect to decision tree and for measuring the attribute the Gini
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TABLE 8. Final Gini Index for the given attributes

Attributes Gini Index
Outlook 0.342

Temperature 0.2
Moisture 0
Breeze 0.466

FIGURE 7. Graphical representation of final Gini index

Index measure is calculated for each root node. Also, Gini Coefficient mea-
sures for in-equality condition, Uniform distribution, Discrete probability distri-
bution. Continuous probability distribution along with Gini Impurity has been
employed. The CART used Gini index for classifying the decision points for the
given dataset and applied splitting rule that improves the performance of CART
classifier algorithm which results in an optimal tree.
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