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LOGIC METHOD OF CLASSIFICATION OF OBJECTS WITH NON-JOINING
CLASSES

A. V. KABULOV, I. H. NORMATOV1, SH. BOLTAEV, AND I. SAYMANOV

ABSTRACT. The article deals with the logical method of recognition of objects
and the construction of corrective functions. To build a logical method of classi-
fying objects, a test algorithm is used and is included in the search for dead-end
table tests. And also the method of constructing the optimal continuation of log-
ical corrective functions is applied. An estimate of the complexity of the search
algorithm for deadlock tests is calculated.

1. INTRODUCTION

In logical recognition systems, logical methods based on discrete analysis and
the propositional calculus based on it are used to construct the recognition algo-
rithms themselves. In general, the logical recognition method involves the pres-
ence of logical connections expressed through a system of Boolean equations in
which the variables are the logical signs of recognizable objects or phenomena.

Logical signs of recognizable objects can be considered as elementary state-
ments that take two values of truth: truth and falsehood.

Logical, first of all, are signs that do not have a quantitative expression. These
signs are judgments of a qualitative nature (the presence or absence of some
properties or some elements of recognizable objects or phenomena). In medical
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diagnostics the logical signs may be the following symptoms: sore throat, cough,
runny nose, etc. The type of engine of a recognized aircraft — jet, turboprop or
piston — can also be considered as a logical feature. In geology, logical signs
may include solubility or insolubility in certain acids or in some mixtures of
acids, the presence or absence of odor, color, etc.

Also, the signs that have a quantitive expression may be logical, however not
the magnitude of the sign of the recognized object is important, but the only
fact of falling or not falling into the specified interval. In practice, logical signs
of this kind take place in situations where measurement errors can either be
neglected or the intervals of the values of the signs are chosen in such a way that
the measurement errors have practically no effect on the reliability of decisions
regarding the measurement being falling within a given interval.

2. STATEMENT OF THE PROBLEM

Let M be the set of objects with respect to which classification is performed.
The set M can be represented as the sum of the subsets K1, K2, . . . , Kl, usually
called classes. About classes some information J0(K1, K2, . . . , Kl) is given (train-
ing information). Objects S ∈ M are defined by their descriptions J(S). The
task is to determine which class the object S[I] belongs to from the description
J(S) and initial information J0.

We introduce l a dimensional predicate P (S) = j, if S it belongs to a class Kj,
j = 1, 2, . . . , l.

We formulate the classification problem with disjoint classes K1, K2, . . . , Kl.
Let the training information be given in the form of a training table Tn,m. Table
rows are standard object descriptions S1, S2, . . . , Sm.

The set M are divided into levels. At the zero level is the smallest element
α ∈M. Let the built i level. Level with number i+ 1 consists of many elements.
B = {b : ∃c from i− th level and ∃d ∈M, such that c ≤ b c ≤ d ≤ b

}
.

The dialing norm α̃ = (α1, α2, . . . , αn) in M̃ is the number |α̃| =
n∑
i=1

|αi|, where

|αi| = j, if αj belongs to the j-th level.
A sequence of sets {α̃1, α̃2, . . . , α̃s} is called a chain in M̃ if, for any j =

1, s− 1, α̃j+1 immediately follows the set α̃j(|α̃j+1| = |α̃j|+ 1, j = 1, s− 1).
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The number of elements of the chain S is called the length of the chain and is
denoted by d(S). A single point is a chain of length equal to one. The element of
the chain having the smallest norm is called the minimum element of the chain.

The distance ρ
(
α̃, β̃

)
between sets α̃ = (α1, . . . , αn) and β̃ = (β1, . . . , βn) of

the structure M̃ is defined as |p(α̃, β̃)| =
π∑
i=1

|αi| − |βi|.

A ball of radius r and center α̃ ∈ M̃ is a set of points β̃ of the structure M̃
such as ρ

(
α̃, β̃

)
≤ r.

Let a partial order

(2.1) 0 < 1, 0 < 2

be given on the set S = (0, 1, 2).

In the set about of tuples Sn = {α̃ = (α1, α2, . . . , αn) : αi ∈ {0, 1, 2}}, order
(2.1) induces a partial order.

β̃ = (β1, . . . , βn) ≤ γ̃ = (γ1, . . . , γn) ,

if βi ≤ γi, by (2.1), where i = 1, n.
Consider the structure Sn. In it there exists a unique minimal element such as

(0, 0, . . . , 0) and 2n incomparable maximal elements of sets, all coordinates of
which belong to the set {1, 2} . We divide Sn into levels.

The level Uj, consists of all sets for which j exactly coordinates takes values
from {1, 2} and the rest n− j of the coordinates are zero.

Obviously, |Uj| = cjn2
j where |L| is the power of the set L. As usual, by a chain

in Sn we mean a set {α̃i1 , α̃i2 . . . , α̃ik} such as α̃i1 ≤ α̃i2 ≤ . . . ≤ α̃ik and αij ∈ Uij,
i = 0, k, (1 ≤ k ≤ n+ 1).

The dialing norm α̃ = (α1, α2, . . . , αn) in Sn is a number |d| =
n∑
j=1

|dj| where

|dj| =

{
0, if αi = 0,

1, otherwise.

The number An =
n∑
i=1

djk
n−1 will be called the number (α1, α2, . . . , αn) ∈ M̃.

It is said that sets α̃ of the Uk level are ordered in M̃ ,
(
k = 0, n

)
lexicographic

(anti-lexicographic) order if they are located at the Uk level in descending (in-
creasing) order of numbers Aα̃.
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It is believed that the set α̃ immediately follows β̃ at the Uk level in, if Aβ̃ < Aα̃
and there is no such thing γ̃ in Uk as Aβ̃ < Aγ̃ < Aα̃.

Let the sets M̃ at the levels be ordered in lexicographic order.
We say that M̃ it has the property Pl if, from the fact that (α1, α2, . . . , αm) the

first m elements of level Ui in M̃ , (β1, β2, . . . , βl) are the first l elements, Ui+1

and α̃m < β̃i it follows that for any β̃i,
(
i = 1, l − 1

)
there exists β̃j, j = 1, l,

such as α̃j < β̃i.

Let the sets M̃ at the levels be ordered in anti-lexicographic order.
We say that M̃ it has the property Pal if, from the fact that (α1, α2, . . . , αm)

the first m elements of level Ui in M̃ , (β1, β2, . . . , βl) are the first l elements,
Ui+1, i = 0, n− 1, α̃i ≤ β̃j it follows that for any α̃ii,

(
i = 1, m− 1

)
there

exists β̃j, j = 1, l, such as α̃j ≤ β̃i.

It is easy to see that for the cube E2
n the properties Pl, Pal. The structure Sn

where S = {0, 1, 2} and 0 < 1, 0 < 2, have the property Pl, but does not have
the property Pal.

We will consider functions f (x1, x2, . . . , xn) given on sets M̃ and taking values
from M.

A function f (x1, x2, . . . , xn) is called monotonic relative order ≤ if, for any
sets α̃ and β̃ in M̃ such as α̃i ≤ β̃j, the relation f (α̃i) ≤ f

(
β̃j

)
.

Denote by Mn the set of all monotone functions of n variables on the structure
M̃.

The collection of all functions that are monotonic with respect to order (1) is
called a class σ.

The set α̃ ∈ M̃ is called the upper zero (lower unit) of the function f ∈Mn if,
f (α̃) = 0 (f (α̃) 6= 0) and for any set β̃ ∈ Mn from α̃ ≤ β̃

(
α̃ ≥ β̃

)
, it follows

that P1.

The upper zero (lower unit) α̃ of a function f ∈ Mn is called its minimum
lower unit M.L.U., if for any upper zero (lower unit) β̃ of f function will be∣∣∣β̃∣∣∣ < |α̃| (∣∣∣β̃∣∣∣ > |α̃|).

Let an arbitrary function f ∈ Mn be defined with the help of some operator
Af , which yields a value f (α̃) for any set α̃.

There are two main tasks associated with monotonic functions and often
found in applications of mathematical logic:
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The problem of decoding monotone functions. If some (known to us)
monotonic function f ∈Mn is specified by the operator Af , then it is required by
a minimum number of calls to Af completely restore the table of values of the
monotonic function f (x1, x2, . . . , xn) , those determine the value of this function
at all points M̃.

Search task m.u.z. monotonic functions. If some function f ∈ Mn is spec-
ified by the operator Af , then a minimum number of calls will be required to
Af find at least one m.u.z. functions f (x1, x2, . . . , xn) . Obviously, a similar task
is to search for medical science. Functions f (x1, x2, . . . , xn) with the minimum
number of calls to the operator.

Consider the many algorithms {F} that allow to solve the decryption problem,
those many algorithms that for an arbitrary function f ∈Mn using the operator
Af completely restore the table of values f (x1, x2, . . . , xn) .

Let be ϕ (F, f) the number of calls to the operator Af sufficient to restore
the table of values of a monotonic function f (x1, x2, . . . , xn) when applying the
algorithm F .

Consider the functions ϕ (F, n) = maxϕ (F, f) and ϕ (n) = minϕ (F, n) . A
function ϕ (n) is the minimum number of calls to the operator Af sufficient
to restore the table of values of a monotonic function using an algorithm that
solves the problem.

The function ϕ (n) is called the Shannon function. It was shown in [1] that
equality is valid for monotone Boolean functions f (x1, x2, . . . , xn) is fair equality
ϕ (n) = C

[n/2]
n + C

[n/2]+1
n .

Let be the set {B} of search algorithms for m.u.z. arbitrary function f ∈ Mn

using the operator Af .
We introduce a function µ (B, f) - the number of calls to the operator Af ,

sufficient to find the m.u.z. functions f ∈Mn.
The function µ(n) = min

B∈{B}
max
f∈{Mn}

µ(B, f) is called the Shannon function for

the m.u.z.
It is known that many extreme problems come down to the search for m.u.z.

discrete monotone functions.
In [2], this problem was solved in the Shannon statement. According to [2],

for the search problem the class of all monotone Boolean functions µ(n) =

C
[n/2]
n + 1. In [2], it was proved that for a class of functions of k-valued logic
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that are monotone with respect to the natural order and take two values, the
Shannon function µ(n) = ω(Ek

n) + 1 with k > 2, n ≥ 2 the largest number of
pairwise incomparable sets that can be selected in the set of k valued sets Ek

n.

For some subclass Mm
n of monotone Boolean functions

µ (n) =

{
C

[n/2]
n + 1, if n− 1 ≤ m ≤ [n/2] ,

Cm
n + 1, if f ≤ m ≤ [n/2] .

Here Mm
n is the set of all monotone Boolean functions f (x1, x2, . . . , xn) such

that for any α̃ ∈ E2
n from |α̃| ≥ m+ 1 follows f (α̃) = 1.

For some subclasses of discrete monotone functions, the estimate was proved
[4]: ϕ(n) = O

(
3n√
n

)
.

3. METHODS FOR FINDING THE MINIMUM LOWER UNITS OF DISCRETE

MONOTONE FUNCTIONS

Let M.L.U. g ∈ Mn belongs to a set
r2⋃
i=r1

Ui of structure M̃, where M̃ has prop-

erties Pal, 0 ≤ r1 ≤ r2 ≤ n.

Consider the description of the algorithm R̃1 of search of the function such as
g(x1, x2, . . . , xn) on the set of sets of levels Ur1 , Ur1+1, . . . , Ur2 which is a modifi-
cation of the search algorithms m.u.z. function g ∈ Mn. In this algorithm, the
value of the function g(x1, x2, . . . , xn) on the sets M̃ will be considered in the
anti-lexicographic order:

(i) At the first step of the algorithm, we calculate the value of g on the set
with the lowest number of the r2 level. Let’s on i−m step compute the
values of g on a certain set α̃(r2 − (i + 1)) of the level r1 ≤ i ≤ r2. If
g(α̃i) 6= 0 on the step (i + 1) −m requires the value of g on the set α̃i+1

with the lowest level number (r − i). If g(α̃i+1) = 0, then, we pass also
to item 2. If on the step (r2− r1+ i),g(α̃r2−r1+i) 6= 0, is received, then the
algorithm finishes work.

(ii) Let (r + i) of (0 < r < r2 − r1), steps be taken calculated values g(α̃1) =

g(α̃2) = . . . g(α̃r) = g(α̃r+1) = 0, where α̃1, α̃2, . . . , α̃r+1 are the sets with
the lowest level numbers Ur2 , . . . , Ur2−r respectively. Then at (τ +2) step
α̃r+1, the value g on α̃r+1 set is calculated in lexicographic order at the
(r2 − τ) level. Let at step i ≥ τ + 2 the value at the set α̃j, j level is
calculated, where j ≥ r2 − τ.
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If g(α̃i) = 0 at (i + 1) step, the value g is calculated on α̃i+1 set immediately
following α̃j the same j level. If such a set does not exist, then the algorithm
terminates. If g(α̃i) 6= 0 and α̃i ∈ Ur1 , then the algorithm also finishes work. In
the case of g(α̃i) 6= 0 and α̃i ∈ Ur1 , (j < r1) at (i+1) step, the value g is calculated
on the set of α̃i+1, (j − 1) level, which immediately follows α̃i in lexicographic
order with the highest number of j − 1 level such as g(α̃i) is determined by the
monotonicity of g(α̃i) = 0. In the case when there is no set α̃i+1 satisfying the
indicated properties, the algorithm stops.

Let the algorithm take S steps to a stop. Then we get a chain of sets such as
α̃1, α̃2, . . . , α̃s on which the value g(x1, x2, . . . , xn) was sequentially calculated.
As a result, M.L.U. g(x̃) is α̃k set from this chain with maximum k such as
g(α̃k) 6= 0.

If the structure M̃ has the property Pl and m.u.z. function g(x̃) construct an al-
gorithm R′ for searching for m.u.z. function g(x̃). In this case, the lexicographic
order of the level sets is M̃ .

The algorithm R′, R1
′ allows you to effectively solve many extreme problems.

However, when there is n ≥ 1 they become inappropriate from the point of
view of the given resources. Therefore, the urgent problem is the development
of simpler heuristic algorithms that allow you to effectively build the search
process of m.u.z., as well as taking into account the results of the previous steps.

Let the structure M̃ of n dimensional sets consist of t levels U1, U2, . . . , Ut,

|U1| = max
i=1,2,...,t

|Ui|, L = |Ul|. Fix numbers τ(1 ≤ r ≤ L),p(l < p < t, 0 < p < l).

We consider the sets Mk ⊆ Uk, |Mk| = r such that for any Mk ⊆ Uk, |Mk| = r

has a place min
α̃,β̃∈Mk

p(α̃, β̃) ≥ min
α̃,β̃∈Mk

p(α̃′, β̃′), where k = l − p, l − p+ 1, l + p.

Put g = min
α̃,β̃∈Mk

p(α̃, β̃).

Let the task Z be to calculate q for sets M of Mk type such as |Mk| = r. Denote
by ϕ(k, n, q) the number of points at the intersection of the level Uk with a ball
of radius q and center α̃ ∈ Uk.

For the number C of intersecting balls of radius q, the estimate C ≤ |Uk|
ϕ(k,n,q)

is

true. Let, ϕ(k, n, q) = |Uk|
r

based on this equality, we determine the functional
dependence for qr = ψ(k, n, r) and based on the given one r, we calculate the
values q = ψ(k, n, r).
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The following statement was obtained in [3]. Let L be an arbitrary subset of
vertices E2

n, |L| = mGn group code in E2
n with d distance, and |Gn| = B. Then

there exists the subset Ld ⊆ L all points of which lie at least at d distance from
each other and which contains at least B m

2n
points. From the results of [3] it

follows that in E2
n there is a group code with a distance 2r+ 1 by the number of

elements B(n, r) ≥ C 2n

nr , (1 < C < 2).

Let L = Ui ⊆ E2
n, |U | = C2

n, i = 0, n, r = 1,M ⊆ Ui before ∀α̃, β̃ ∈
M,where i = 0, 2, 4, . . .

By assertion [2], we can assume that

C Ci
n

ni ≤ B(n,l)
2n

Ci
n ≤ |M |.

In this way,
C Ci

n

nl ≤ |M | ≤ C ′C
i
n

nl .

Consider a parametric search algorithm A(p, r, h,H) M.L.U. discrete mono-
tonic function f(Mn) given on the structure M̃, where p is the level of the re-
search threshold of the lower units, r− the number of chains along which the
initial search for the lower units is conducted, h−the research step at the levels
and H−the number of steps to achieve the goal.

For all levels Uk of M̃ structure, we find the distance qk = [Uk

r
], k = 1 − p,

l − p+ 1, . . . , l + p.
We construct r chains passing through the points of M̃ set so that for any α̃

and β̃ of the various chains p(α̃, β̃), the maximal is (p(α̃, β̃) ≥ qk).

The construction of chains is carried out by i = 1, p, induction starting from
the level Ul and ending Ul+p.

Let Ml = {α̃1, α̃2, . . . , α̃r}. At the first step, we take α̃1, α̃2, . . . , α̃r for the mini-
mum circuit elements r.

Let the chains of (i − 1)-th length be constructed at the (i − 1) step. For any
α̃, β̃ ∈ Mi−1, the equality p(α̃, β̃) ≥ qi−1 i step. For each set α̃j ∈ Mi−1, j = 1, r,

there are l = n− i+ 1 comparable sets from i level: β̃α̃j

i1
, β̃

α̃j

i2
, . . . , β̃

α̃j

il
.

For α̃1 we choose an arbitrary set β̃α̃1
i . For α̃2 we choose β̃α̃2

i which does not
enter the ball of radius 2qi of β̃α̃1

i center. For α̃j we choose β̃α̃1
i , not included in

the balls having 2qi with centers β̃α̃1
i , β̃

α̃2
i , . . . , β̃

α̃j−1

i . If this does not exist, then
select the set β̃α̃j

i located at the maximum distance from β̃α̃1
i , β̃

α̃2
i , . . . , β̃

α̃j−1

i .

The chains at levels from Ul to Ul−p are constructed similarly. Thus, we obtain
r chains of 2p length. Further, referring to Af operator, we calculate the function
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on the sets of constructed circuits. As a result, for each circuit we find a local
minimum.

Among local minima, a unit with a minimum shape is selected. Then we will
calculate the function on sets lying one level lower than α̃ and not included in
{γ̃} set of vertices γ̃ comparable with at least one local minimum. Moreover, the
value of the function will be calculated not on each set, but through h sets in
(1 ≤ h ≤ H), starting from some fixed set.

If there is α̃ such f(α̃) 6= 0, then we will look for the lower unit among the
sets β̃ such as β̃ ≤ α̃. Further research will be carried out in the same way as at
the previous level.

When the number of calls to the operator Af reaches H the search stops. The
last found lower unit of function f(x̃) is taken as the minimum.

If the found medical unit does not satisfy the requirements, then by changing
the parameters r,H, p, h, we can continue the search until an acceptable unit f
is found.

4. IMPLEMENTATION OF ALGORITHMS FOR SOLVING DISCRETE EXTREMAL

PROBLEMS

Consider a symmetric Boolean function f(x1, . . . , x2) from n variables, the
scope of which is sets of levels Up+1, Up+2, . . . , Up+l to E2

n, i, p ∈ {0, 1, . . . , n}.
Shortened d.n.f. Df

c function f(x1, . . . , xn) consists of EC corresponding to the

maximum intervals in
i⋃

j=0

Up+j.

The object of research is d.n.f. Dc, consisting of e.k. abbreviated d.n.f. Df
c

function f , moreover Nf ′ ⊂ Nf .

Are being investigated d.n.f. D′f ′ with the number of e.k. N ≤ 2m and m =

5, 6. In the case when N = 2m, using codes of workplaces we build chains for the
parametric algorithm to work according to the selected algorithm parameters.

If N 6= 2m, cyclic codes are used to build circuits.
Table 1 presents the results of a machine experiment of the algorithmA (p, r, h,H)

to minimize d.n.f. D′f ′ function f ′:

(i) in the 1st, column of the table the number of e.k. in the original d.n.f.;
(ii) in the 2nd, the number of variables used in d.n.f.;
(ii) in the 3rd, a method for constructing the starting points of chains;
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(iv) in the 4th, the minimum Hamming distance between the chains;
(v) in the 5th, the initial level, from which the search for the medical unit

begins;
(vi) in the 6th, the number of chains with the Hamming distance indicated

in "see table 1".:

TABLE 1. The results of a machine experiment of the algorithm

1 2 3 4 5 6 7 8 9 10 11 12 13
210 15 CYC 10 10 42 169 146 6 105 235 118 29 min 49.90 s
210 15 CYC 6 16 70 169 174 11 105 273 118 31 min 48.79 s
128 8 CYC 2 24 228 71 182 3 56 235 80 9 min 21.78 s
128 8 CYC 2 4 128 120 177 107 56 102 86 54 min 37.19 s
90 6 CYC 10 5 18 74 36 1 19 96 76 3 min 21.78 s
90 6 CYC 4 5 45 80 61 46 19 339 72 6 min 1.3 s
64 6 WP 16 16 301 24 316 83 16 710 72 7 min 49.88 s
64 6 WP 16 16 301 30 315 139 16 689 72 6 min 23.57 s
64 6 WP 4 4 140 52 156 139 17 333 72 3 min 27.68 s
64 6 WP 4 4 140 56 156 139 17 889 72 6 min 23.57 s
64 6 CYC 8 8 16 52 29 11 16 79 72 1 min 37.21 s
64 6 CYC 6 6 21 52 34 12 16 85 72 1 min 35.12 s
64 6 CYC 6 6 21 56 34 15 16 141 72 1 min 54.48 s
64 6 CYC 4 4 32 49 133 1 16 170 72 3 min 39.67 s
64 6 CYC 4 4 32 49 45 1 16 82 72 1 min 40.20 s
64 6 CYC 4 4 32 56 44 26 16 205 72 2 min 18.01 s

(i) in the 7th, research bandwidth (chain length);
(ii) in the 8th, the specified number of sets, by which the search lower mini-

mum unit (L.M.U.) for medical units is conducted in the second stage of
the algorithm. Starting from the 9th column of the table, the results of
a machine experiment are given:

(iii) in the 9th, column indicates the number of cube sets found on which the
value of the function is zero;

(iv) in the 10th, the number of chains on which the value of the function is
equal to one;
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(v) in the 11th, the number of the level at which the medical unit was found
L.M.U.;

(vi) in the 12th, the number of calls to the operator Af , calculating the value
of a function f ;

(vii) in the 13th, the amount of memory used by the machine;
(viii) in the 14th, the time of the program.

From table 1 it follows that, based on Reed-Miller codes, more chains are
obtained than on the basis of cyclic codes with the same algorithm parameters
A (p, r, h,H). However, when researching circuits built using Reed-Miller codes,
the program’s runtime increases sharply, since a large number of circuits in a
cube are investigated E2

n. But, on the other hand, the study of circuits according
to the Reed-Miller code, despite the increase in the program run time, allows us
to determine a larger number of sets in the cube E2

n and get the most effective
results. In addition, a considerable amount of time is spent on constructing the
starting points of the chains using the Reed-Miller codes. Thus, the proposed
algorithms R′, R′1, allow solving many extreme problems. However, for n � 1

they become impractical from the point of view of the given resources. There-
fore, an urgent problem is the development of simpler heuristic algorithms that
make it possible to effectively build the process of searching for m.u.z., as well
as taking into account the results of the previous steps. As such an algorithm,
the paper proposes a parametric algorithm A(p, r, h,H) for finding the mini-
mum lower units of discrete monotone functions. Moreover, with the growth of
the parameters, the complexity of the algorithm grows and the exact solution
is approached. On the basis of changing the parameters of the algorithm, its
complexity is regulated.

CONCLUSION

The solution of many discrete extremal problems reduces to solving the prob-
lems of deciphering or searching for the minimum lower units of discrete mono-
tone functions, for which an effective parametric method was developed in this
paper and machine results were obtained.

In this paper, algorithms are proposed for solving certain classes of discrete
extremal problems to find the exact optimum. When obtaining the algorithms,
the procedures for decoding and finding the maximum upper zero of discrete
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monotone functions (m.u.z. D.M.F.) were used. Methods for solving problems
using the procedures for decoding and searching for m.u.z. discrete monotone
functions. Methods for solving problems of decoding and searching for m.u.z.
D.M.F. multivalued functions, an approximate parametric algorithm for solving
these problems is constructed. A class of problems is investigated that can be re-
duced to decoding a monotone function given on a finite structure, or searching
for a m.u.z. D.M.F.

REFERENCES

[1] G. HANSEN: Sur le nombre des fonctions booleennes monotones des n variables, C.R. Acad.
Paris, 262 (1966), 1082–1090.

[2] J. ANSEL: The number of monotone Boolean functions of n variables, Journal of Cybernetics
collection. Moscow, 5 (1968), 53–57.

[3] N. KATERINOCHKINA: Search for the maximum upper zero of a monotone function of a
logic algebra, RAS USSR 3(224) (1975), 557–560.

[4] A. KABULOV, I. NORMATOV: About problems of decoding and searching for the maximum
upper zero of discrete monotone functions, Journal of Physics: Conference Series (2019),
1260.

DEPARTMENT OF INFORMATION SECURITY

UNIVERSITY OF NATIONAL UNIVERSITY OF UZBEKISTAN NAMED AFTER MIRZO ULUGBEK

TASHKENT CITY, UNIVERSITY STREET 4, 100174, UZBEKISTAN

Email address: anvarkabulov@mail.ru

DEPARTMENT OF INFORMATION SECURITY

UNIVERSITY OF NATIONAL UNIVERSITY OF UZBEKISTAN NAMED AFTER MIRZO ULUGBEK

TASHKENT CITY, UNIVERSITY STREET 4, 100174, UZBEKISTAN

Email address: ibragim_normatov@mail.ru

DEPARTMENT OF INFORMATION SECURITY

UNIVERSITY OF NATIONAL UNIVERSITY OF UZBEKISTAN NAMED AFTER MIRZO ULUGBEK

TASHKENT CITY, UNIVERSITY STREET 4, 100174, UZBEKISTAN

Email address: sherzodboltaev@gmail.com

DEPARTMENT OF INFORMATION SECURITY

UNIVERSITY OF NATIONAL UNIVERSITY OF UZBEKISTAN NAMED AFTER MIRZO ULUGBEK

TASHKENT CITY, UNIVERSITY STREET 4, 100174, UZBEKISTAN

Email address: islambeksaymanov@gmail.com


