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TAYLOR DIRICHLET PROCESS MIXTURE FOR SPEECH PDF ESTIMATION
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ABSTRACT. For a backward Markova particle filter, the estimation of noise se-
quences and a strategy for modelling of speech probability distribution function
using Taylor hybrid Dirichlet Process Mixture are deliberated in this manuscript.
Generally, the speech identification rate, drastically reduces due to the effect of
circumstance noises, echo signal, white noise and so on. The improvement of
speech identification rate is required to increase by estimating the sequence of
noises. In this manuscript, instead of using a traditional methods of Gaussian
Mixture Model (GMM), the clear speech is modelled using Taylor-DPM method.
With the help of parameters such as standard deviation, covariance and mean
created using Taylor-DPM, a sequence of speech signal will be generated. This
method uses Kalman filter to improve the identification of speech in Signal to
Noise ratio and estimates the noise signal sequences using backward Markova
particle filter.

1. INTRODUCTION

General1y, Scientific research in engineering, science and technology deals
with mathematical formulae, functions and models. For certain application in
scientific engineering field such as image/speech/signal processing, Dirichlet
process provides a technical support in all aspects. The journal and tutorial
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papers[1,2] discussed the importance of Dirichlet process is used in this man-
uscript for speech density estimation speech detection. The manuscripts [3-5]
deliberates the importance of particle filters and their applications in speech
field, hand writing recognition. Without the utilization of traditional method,
[6,7] the probability distribution function of speech is modelled using (DPM)
Dirichlet Process Mixture. A non constraints probability distribution function,
distributes over, all possible space is defined as Dirichlet Process. Without the
intrusion of GMM unwanted signals probability density function, some papers
shows the enhancement in paradigm algorithm [9,10]. The TIMIT database is
used as a bench mark. The non-audible murmur or whispered voice recogni-
tion and identification using inverse filters also discussed in some manuscripts
[11-16]. The language English and other regional language of Telugu, speech
emotion recognized using the MFCC hybrid with Hidden Markov Model(HMM)
also discussed in manuscript of [17-20]. But this manuscript deals with mathe-
matically integrating Taylor function coefficients with Dirichlet process mixture
for identification of speech signal. The data set used is TIMIT corpus.

2. PROPOSED METHODOLOGY

Without using GMM or FR-GMM model a clear speech modelling is proposed
using Taylor hybrid Dirichlet Process Mixture for speech signal identification or
recognition. This method uses the protocol of Gaussian and Markov, since we
add the particle filter as on of the components in noise estimation.

2.1. Mathematically added noise in clear speech signal. When a clear speech
signal is added with noise, the additive noise is elaborated with the help of
Gaussian probability distribution function [7]. Then, the statistical model is

p(x) =
K∑
k=1

P (vk)<(x, µx,kσx,k).

Here, <(x, µ, σ be the Gaussian distribution with p(x) as probability function.
Let the input clear speech signal be ST , the additive noise signal be nT , also
auxiliary independent constants such as uT , wT are added to the signal, then the
resultant xT be as follows:

xT = ST + log(1 + exp(nT − ST )) + uT ,
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nT = nT−1 + wT−1,

uT ∼= <(0, σS) & wT ∼= <(0, σw).

2.2. Probability Function Distribution Estimation and Dirichlet Processes
Mixture. Let the sound sequence be a statistical function of probability density
function, then y1, y2, . . . , yn with non constraint model estimates the K(.) as:

(2.1) K(y) =

∫
θ

k(y/θ) dH(θ),

where θ is a group variable of sound, k(y/θ) and H(θ) are the Bayesian frame-
work with mixed pdf having random probability measure [8]. Let the Dirichlet
process continues. The probability quantify H0 on space on any framework of
speech be ′B′ as B1, B2, . . . , Bt and ′α′ be the +ve integer number, then a distri-
bution of probability ′H ′, as per Dirichlet process the H ∼= DP (H0, α), in which
′D′ be the Diritchlet distribution at standard mode

(2.2) (H(B1), H(B2), . . . , H(Bt)) ∼= D(H0(B1), H0(B2), . . . , H0(Bt), α).

The poly urn representation of Dirichlet process distribution over clear speech
with added noise using Bayesian framework is given as equation (2.2) is inte-
grated with (2.1):

θt+1|θt ≈
1

t+ α

t∑
k=1

δθk +
α

t+ α
H0,

wheres δθk be the delta function.
Now the mixture of Dirichlet process with random probability quantifier and

input clear speech signal is modelled to estimate the density problem with the
help of DPM,

H ∼= DP (H0, α); θk ∼= H; ST ∼= f(S|θk).

The probability distribution which are not knowing is followed by simple forth-
coming function equation:

G(S) =

∫
Θ

f(S|θ)dH(θ) with θ ∈ Θ.
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2.3. Taylor Series-Coefficient hybrid DPM. As per the standard Taylor equa-
tion shown in [11,12], the speech features frames are mingled with the Taylor
series is given as,

H(t+ 1) =0.5H(t) + 1.3591H(t− 1)− 1.3590H(t− 2)

+ 0.6795H(t− 3)− 0.2259H(t− 4) + 0.055H(t− 5)

− 0.010H(t− 6) + 1.38e−3H(t− 7)− 9.92e−5)H(t− 8).

(2.3)

The advantage of Taylor series is that it ensures the accurate estimation of the
particle filter coefficients and it attains convergence easily. The equation (2.3)
is modified as follows,

H(t+ 1) =0.5H(t− 1) + 1.3591H(t− 2)− 1.3590H(t− 3)

+ 0.6795H(t− 4)− 0.225H(t− 5) + 0.055H(t− 6)

− 0.010H(t− 7) + 1.38e−3H(t− 8)− 9.92e−5H(t− 9).

Rearranging the above equation, we get,

H(t− 1) = 2

 H(t)− 1.3591H(t− 2) + 1.3590H(t− 3)

−0.6795H(t− 4) + 0.2259H(t− 5)− 0.055H(t− 6)

+0.010H(t− 7)− 1.38e−3H(t− 8) + 9.92e−5H(t− 9)

 ,

(2.4) H(t− 1) =


2H(t)− 2.7182H(t− 2) + 2.718H(t− 3)

−1.359H(t− 4) + 0.4518H(t− 5)− 0.111H(t− 6)

+0.0208H(t− 7)− 0.00276e−3H(t− 8)

+0.00019H(t− 9)

 .
The novel Taylor coefficients are extracted by substituting the equation (2.4) in
Dirichlet Process Mixture algorithm that is given below.

(2.5) H(t, G(S)) = ∆HT (t, G(S)) +


2H(t)− 2.7182H(t− 2)

+2.718H(t− 3)− 1.359H(t− 4)

+0.4518H(t− 5)− 0.111H(t− 6)

+0.0208H(t− 7)− 0.00276e−3

H(t− 8) + 0.00019H(t− 9)

 .

The above equation (2.1) is Taylor hybrid DPM. The Algorithm starts with the
population of Taylor-DPM being initialized. With every iteration, the Taylor-
DPM travels from local to global solutions. If a Dirichlet process mixture seeks
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a better solution after jumping. The process is continued until to the end condi-
tions are met. This solution is the best solution finally.

2.4. Statistical Taylor-DPM for the evaluation of speech signal PFD. With
the available coefficients, the evolution of noise and clear speech sequences are
to be generated using the following probability: p(n0:k, θ1:k|x1:k) = p(n0:k|θ1:k, x1:k)

p(θ1:k|x1:k) in which mean vector and standard deviation matrix of clear speech
signals µt and σk based on θk. TheH0

∼= <IW (µ0, k0, u0σ0) indicates the Wishart’s
inverse distribution are the hyper parameters of distributions.

The probability may be calculated using Extended Kalman Filter (EKF) us-
ing particle filter implementation method as per given in Kenko Ota et. al.
manuscripts. Now apply the particle filter from Kalman as “J" particles provides
the probability as:

PN(nk, θ1:k) =
J∑
i=1

ω̂it p(nk|θi1:k, x1:k

with

p(nk|θi1:k, x1:k
∼= <(n̂k|k(θ

i
1:k), σ

i
nk|k

(θi1:k))

for each ’i’ value of Extended Kalman filter particle, the recursive computation
happens for (n̂k|k(θ

i
1:k) and σink|k

(θi1:k)) parameters. Thus by using weights, the
estimation of probability and the coefficients are calculated. Finally we get an
estimation of : ω̂jk ∞ ωik−1<(x̂k(θ

i
1:k), σx(θ

i
1:k)) Based on the polya urn depiction,

we identify the p(θik|θik−1) and coefficients for the speech signal.

2.5. Identification of speech/speech less frames using mathematical Model.
The manuscript identifies the maximum Signal to Noise ratio (SNR) to differen-
tiate the speech and speech less portion of the a frame of speech. The distance
of speech specifies the identification of speech,

Signal: Distsk = (xk − (sk + log(1 + exp(nk − ŝk))))2

Noise: Distnk
= (xk − n̂k)2

Difference: ∆ difft = Dist Sk
−Distnk

Whereas noise and clear speech are n̂k and Ŝk are respectively estimated and
will be modified as follows with Taylor wiener coefficient constants:

Ŝk = Ŝk + ψS
√
DistSk

; n̂k − ψn
√
DistSk
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Finally the proposed Taylor hybrid Dirichlet Process Mixture identifies the speech
and its pdf distribution with the help of the coefficients identified by ΨS and Ψn.
These steps may be written as an algorithm.

3. DATA SET, RESULTS AND DISCUSSIONS

The phonemically and lexically facilitated corpus available in TIMIT corpus
[10] speech of English words are uttered with 16 kHz and 16-bit speech wave-
form. In this experimental setup with clear speech, noises of white and particle
noise are synthetically added at a Signal to Noise Ratio of 0db to 8db. For the
evaluation purpose 108 words are uttered by 2 males and 1 female are used.
This manuscript compares three types of data: 1) no processing on signal (NIL
Filter) 2)Expanded Kalman filter and 3) Traditional GMM processed filters. The
following table, Table 1 shows the Speech identification rate for percentage of
noise data for different filters used.

TABLE 1. Speech Identification using filters for % of Noise added.

Speech in White Particle
decibels Nil Filter GMM EKF Nil Filter GMM EKF
0db 2.8 3.1 22.5 7.2 10.2 29.5
2db 16.2 10.9 45.2 28.4 19.2 57.2
4db 48.7 32.7 68.4 57.3 38.6 69.7
8db 79.2 49.3 82.6 81.2 54.1 86.3

FIGURE 1. Speech Identification using SNR Results
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The Figure 1. stipulates the speech identification using filters for percentage
of noise added, in which SNR vs added noise with different filters are shown.

4. CONCLUSION

A technique for modelling of clear speech probability density function using
Taylor-Dirichlet Processing Mixture for identification of speech, in which a se-
quence of particle noise added filter is discussed in this manuscript. Also how
to integrate the Taylor series with DPM is highlighted. Rather than GMM tra-
ditional method having incorrect preciseness, this technique proves the good
estimation of noise, accurately. While evaluating the SNR’s result for speech
identification, the particle noise added with extended Kalman filter provides the
improved result is experimentally verified.
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