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A STUDY ON DECIPHERING A TAG AND GENERATING BINARY CODE IN
ARITHMETIC CODING

S. S. ARCHA1, P. A. AZEEM HAFIZ, AND K. S. ZEENATH

ABSTRACT. In this paper we attempt to introduce the basic ideas behind arith-
metic coding.For distinguishing a sequence of symbols from another sequence
of symbols it is enough to tag it with a unique identifier. In arihmetic coding, a
tag is generated for the sequence which is to be encoded and a binary fraction
corresponds to the tag becomes the binary code.

Here we generated tag for sequence of symbols and find the binary code for
the corresponding tags by considering some examples and we see that it is more
efficient for generating code words for sequence of symbols and it is uniquely
decodable code.

1. INTRODUCTION

One of the most powerful compression techniques is arithmetic coding. It is
used in a variety of lossless and lossy compression applications. It is a form
of entropy encoding used in lossless data compression. It replaces a stream of
input symbols with single floating point number. The main aim of arithmetic
coding is to assign an interval to each symbol. Then each interval is assigned a
decimal number.

Several papers appeared in arithmetic coding providing the algorithms of
practical arithmetic coding.The most well known among them is the paper by
Rissanen and Langdone [4].
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Definition 1.1. The cumulative distribution function (cdf) [3] of the random vari-
able associated with the source is a function that maps random variables and se-
quence of random variables into the unit interval.

Definition 1.2. If A = {a1, a2, . . . an} is the alphabet for a discrete source and x is
a random variable. We can define the mapping as x(ai) = i, where ai ∈ A.

Definition 1.3. If A = {a1, a2, . . . am} is the alphabet for a discrete source and x is
a random variable. The cumulative density function can be defined as[3]

(1.1) Fx(i) =
i∑

k=1

p(x = k),

where p(xi) = ai and ai ∈ A.

Definition 1.4. LetA = {a1, a2, . . . am} and if the symbol ai maps to the real num-
ber i. We can define

(1.2) T̃x =
i−1∑
k=1

p(x = k) +
1

2
p(x = i) = Fx(i− 1) +

1

2
p(x = i).

The unique value T̃x for each symbol ai is called the tag [1] for ai.

Note: For the case of longer sequence we can extend as

(1.3) T̃m
x =

∑
y<xi

p(y) +
1

2
p(xi),

where y < xi means y precedes xi.

2. GENERATING TAG FOR A SEQUENCE

The tag generation process works by reducing the size of the interval in which
the tag lies. The procedure starts by dividing the unit interval into subintervals.

Definition 2.1. For any sequence x = (x1, x2, . . . xn),

(2.1) ln = ln−1 + un−1 − ln−1Fx(xn−1)

(2.2) un = ln−1 + (un−1 − ln−1Fx(xn).

The tag [3],

(2.3) T̃X(x) =
ln + un

2
.
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Example 1. Consider sequence 1231 with probability as given as follows

xi p(xi)

1 0.8
2 0.02
3 0.18

The cdf can be written as
Fx(1) = 0.8

Fx(2) = 0.82

Fx(3) = 1

and

Fx(k) = 1, k ≥ 3

We can initialize as l0 = 0, u0 = 1.
For the first element 1,

l1 = l0 + (u0 − l0)Fx(1− 1)

= 0 + (1− 0)0

= 0 u1 = l0 + (u0 − l0)Fx(1)

= 0 + (1− 0)0.8 = 0.8.
The tag contained in the interval (0,0.8). For the second element 2:

l2 = l1 + (u1 − l1)Fx(2− 1)

= 0 + (0.8− 0)0.8 = 0.64

u2 = l1 + (u1 − l1)Fx(2)

= 0 + (0.8− 0)0.82 = 0.656.
Tag lies in the interval (0.64,0.656). For the third element 3:

l3 = l2 + (u2 − l2)Fx(3− 1)

= 0.64 + (0.656− 0.64)0.82 = 0.65312

u3 = l2 + (u2 − l2)Fx(3)

= 0.64 + (0.656− 0)0.82 = 0.656.
Tag lies in the interval (0.65312,0.656). For the element 1:

l4 = l3 + (u3 − l3)Fx(1− 1)

= 0.65312 + (0.656− 0.65312)0 = 0.65312

u4 = l3 + (u3 − l3)Fx(1)

= 0.65312 + (0.656− 0.65312)1 = 0.656.

Hence the required tag =
0.65312 + 0.656

2
= 0.65456.



9058 S. S. ARCHA, P. A. AZEEM HAFIZ, AND K. S. ZEENATH

3. DECIPHERING THE TAG

By deciphering the tag we can decode a sequence

Definition 3.1. The process of converting a text written in code or coded signal
into normal language is called deciphering.

3.1. Algorithm for decipher a tag.

(1) Initialize l0 = 0 and u0 = 1.

(2) For each k, find t∗ =
tag − l(k − 1)

u(k − 1)− l(k − 1)
.

(3) Find the value of xk for Fx(xk−1) ≤ t∗ ≤ Fx(xk).
(4) Update uk and lk.
(5) Go to step 2 and continue until the entire sequence has been decoded.

Example 2. Given a sequence {1, 2, 3} with p(1) = 0.8, p(2) = 0.02, p(3) = 0.18

If the tag of the sequence , T̃x(x) = 0.772352 . If the length of the sequence is given
as 4, identify the sequence x:

Fx(0) = 0, Fx(1) = 0.8, Fx(2) = 0.82, Fx(3) = 1, Fx(k) = 1 for k ≥ 3.

Set l0 = 0 and u0 = 1. Then:

t∗ =
tag − l(k − 1)

u(k − 1)− l(k − 1)
=

0.772352− 0

1− 0
= 0.772352

Fx(0) = 0 ≤ t∗ ≤ 0.8 = Fx(1) −→ 1

l1 = l0 + (u0 − l0)Fx(1− 1) = 0 + (1− 0)0 = 0

u1 = l0 + (u0 − l0)Fx(1) = 0 + (1− 0)0.8 = 0.8.
Now

t∗ =
0.772352− 0

0.8− 0
= 0.96544

Fx(2) = 0.82 ≤ t∗ ≤ 1 = Fx(3) −→ 13

l2 = l1 + (u1 − l1)Fx(2) = 0 + (0.8− 0)0.82 = 0.656

u2 = l1 + (u1 − l1)Fx(3) = 0 + (0.8− 0)1 = 0.8

t∗ =
0.772352− 0.656

0.8− 0.656
= 0.808

Fx(1) = 0.8 ≤ t∗ ≤ 0.82 = Fx(2) −→ 132

l3 = l2 + (u2 − l2)Fx(1) = 0.656 + (0.8− 0.656)0.8 = 0.7712

u3 = l2 + (u2 − l2)Fx(2) = 0.656 + (0.8− 0.656)0.82 = 0.77408

t∗ =
0.772352− 0.7712

0.77408− 0.7712
= 0.4

Fx(0) = 0 ≤ t∗ ≤ 0.8 = Fx(1) −→ 1321.
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Since it is given that the length of the sequence is 4, we can stop the process and
the required sequence is 1321.

Example 3. A table for the probability model is given as follows

letter probability
a1 0.2
a2 0.3
a3 0.5

Decode a sequence of length 3 with the tag 0.63215699, given that p(a1) =

0.2, p(a2) = 0.3 and p(a3) = 0.5. Hence we have,
Fx(ai) = 0 for i = 0

Fx(a1) = 0.2, Fx(a2) = 0.5 and Fx(a3) = 1.
We can set l0 = 0 and u0 = 1. Now
t∗ =

0.63215699− 0

1− 0
= 0.63215699

Fx(a2) = 0.5 ≤ 0.63215699 ≤ 1 = Fx(a3)−→a3
l1 = l0 + (u0 − l0)Fx(a2)

= 0 + (1− 0)0.5 = 0.5

u1 = l0 + (u0 − l0)Fx(a3)

= 0 + (1− 0)1 = 1

Now t∗ =
0.63215699− 0.5

1− 0.5
= 0.2643

Fx(a1) = 0.2 ≤ 0.2643 ≤ 0.5 = Fx(a2)−→ a3a2

l2 = l1 + (u1 − l1)Fx(a1)

= 0.5 + (1− 0.5)0.2 = 0.6

u2 = l1 + (u1 − l1)Fx(a2)

= 0.5 + (1− 0.5)0.5 = 0.75

Now t∗ =
0.63215699− 0.6

0.75− 0.6
= 0.21438

Fx(a1) = 0.2 ≤ 0.21438 ≤ 0.5 = Fx(a2) −→ a3a2a2
Hence a3, a2, a2 is the required sequence.
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4. GENERATING A BINARY CODE

A binary code for the tag T̃X(x)[6] can be obtained by taking the binary rep-

resentation of this number and truncating it to the length l(x) = dlog( 1

p(x)
)e+1

bits.

Example 4. Consider a source A that generates letters from an alphabet of size
four, A = a1, a2, a3, a4 with probabilities p(a1) = 1/2, p(a2) = 1/4, p(a3) = 1/8,

p(a4) = 1/8.
For the symbol a1, Fx(a1) =

1
2

and T̃x(a1) = 0 + 1
2
(0.5) = 0.25. In binary form,

0.25× 2 = 0.5 −→ 0

0.5× 2 = 1.0 −→ 1.
Hence the binary form of a1 is 0.01. Length of the code isdlog( 1

p(x)
)e+1=dlog(21)e+

1=1+1=2.
For the symbol a2, Fx(a2) = 0.5 + 0.25 = 0.75 and T̃x(a2) = 0 +

1

2
= 0.625. In

binary form,
0.625× 2 = 1.25 −→ 1

1.25× 2 = 2.50 −→ 0

2.5× 2 = 5 −→ 1.
Therefore the binary form of a2 is 0.101. Length of the code is dlog 1

p(x)
e + 1 =

dlog(22)e+ 1 = 2 + 1 = 3.
For the symbol a3, Fx(a3) = 0.75 + 0.125 = 0.8125 and T̃x(a3) = 0.75 +

1

2
(0.125) = 0.8125. In binary form,

0.8125× 2 = 1.625 −→ 1

1.625× 2 = 3.25 −→ 1

3.25× 2 = 6.5 −→ 0

6.5× 2 = 13 −→ 1.
So the binary form of a3 is 0.1101. Length of the code is dlog 1

p(x)
e + 1 =

dlog(23)e+ 1 = 3 + 1 = 4.

For the symbol a4, Fx(a4) = 0.875 + 0.125 = 1 and T̃x(a4) = 0.875 +
1

2
(0.125) =

0.9375. In binary form,
0.9375× 2 = 1.875 −→ 1

1.875× 2 = 3.75 −→ 1

3.75× 2 = 7.5 −→ 1
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7.5× 2 = 15 −→ 1.
Hence the binary form of a4 is 0.1111. Length of the code is dlog 1

p(x)
e + 1 =

dlog(23)e+ 1 = 3 + 1 = 4.

We can tabulate the data as:

TABLE 1. Binary code

Symbol Fx T̃x Binary form dlog 1

p(x)
e+ 1 code

a1 0.5 0.25 0.01 2 01
a2 0.75 0.625 0.101 3 101
a3 0.875 0.8125 0.1101 4 1101
a4 1.0 0.9375 0.1111 4 1111

5. CONCLUSION

We have shown that in arithmetic coding it is possible to encode sequences
directly. It is a part of many international standards. Through the example we
see that deciphering the tag is as simple as generating it. Also we can decipher a
tag with minimum computational cost. By generating the binary code it is clear
that the code is unique for a sequence.
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