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ABSTRACT. Datamining is the process of extracting interesting knowledge and
information of patterns from large databases. Using association rules in data-
maining is one of the most relevant tasks in modern society, which aim to
discover interesting relationship and correlation among sets of items in large
transactional databases. One of the main problems related to the discovery of
these association (that a decision maker can face) is the huge number of asso-
ciation rules extracted. Hence, the knowledge post-processing phase becomes
very challenging to rank and select the most interesting AR, Various interest-
ingness measures have been proposed as a post processing phase. However,
the abundance of these measures caused a new problem because there is no
optimal measure and there is no measure which is better than others. To over-
come this challenge we propose a new algorithm based on dominance relation
aiming to find a good compromise without favoring or excluding any measures.
Numerical experiments and comparison with other approaches are made on
benchmark datasets and confirm a significant performance of the proposed ap-
proach.
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1. INTRODUCTION

Data mining (DM) is defined as the set of techniques and methods for ex-
ploring and analyzing big datasets in order to find (among these data) cer-
tain unknown or hidden rules, associations or tendencies. It is the art of ex-
tracting information from data to gain insight into the data as a core element
of the whole knowledge discovery process. It is widely used in business (in-
surance, retail, banking, credit card fraud detection system), science research
(medicine, astronomy, biological data analysis), and government security (de-
tection of criminals and terrorists). Association rules mining is one of the most
important topics in data mining research and development, and it is the sub-
ject matter of this paper. It aims to extract interesting correlations, frequent
patterns, associations among sets of items in the transaction databases or other
data repositories. Association rules are widely used in various areas such as
telecommunication networks, market and risk management, inventory control,
etc. Several algorithms have been developed on the basis of threshold fixing
[1,2] or the use of different measures other than Support and Confidence, or
else on the basis of other criteria [3]. However, existing association rules al-
gorithms produce an important number of rules. Hence, the decision maker is
unable to determine the most interesting ones and is consequently unable to
make decisions. In order to overcome this problem, an efficient post-treatment
phase has become a compelling need. Many interestingness measures were pro-
posed in literature to determine the interestingness of the rules [4] and [5].
In the last decade, interestingness measure field had an important activity. A
high number of measures was proposed in the literature. Indeed, the results
of evaluations vary from a measure to another and can even be contradictory
since the measures evaluate differently the envisaged rules. That is why some
rules may be relevant according to a measure and not relevant according to
another. Many works in the literature proposed to find a solution and help the
users in the choice of the measure to be the most adequate to the decision scope.
Our paper lies within this scope: We propose an approach which permits select-
ing, classifying and ranking the association rules without favoring, or excluding
any measures. The paper is structured as follows. In Section 2, we display
an overview of related works. In Section 3, we present the necessary scientific
background and an overview association rules mining, interestingness measures
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and dominance relation. Section 4 presents our approach based on dominance
relation. In Section 5, we will discuss the experimental results and its analysis.
Conclusion and scope for future work is given in the last section.

2. STATE OF ART

After the process of association rules mining (ARM), the post-treatment comes
by using the interestingness measures (IM) to evaluate and find the most inter-
esting rules. The huge number of the proposed IM caused a new problem of
the selection of the measure to be the most adequate to the decision. Some
researches [6] compared the evaluation results by a selected interestingness
measures for the discovered and that yield by the human experts, and choose
the measure that gives the nearest one to the expert evaluation result. However,
it is not always possible to get the experts evaluation and their results can not be
taken as a general conclusion. Other approaches [7] proposed an evolutionary
approach using a genetic algorithm to test the effectiveness of different interest-
ingness and choose the appropriate IM according to each dataset in application
domain. Julian Blanchard et al. [8] and M.Gavrilov [9] present a new approach
to study the similarity between the interestingness measures by classifying them
according to some criteria such as the subject, the scope and the nature of the
measure to help the user choose the adequate measure to be applied for a given
application domain. Tan et al. [10] proposes and describes several properties
to design a good IM in order to select the right measure for a given application
domain, but those approaches do not guarantee the selection of the adequate
and the best measure for the simple reason that not verify the used properties.
Lenca [11] proposes a new methodology to select the best rules by describing
the properties oh interestingness measures then applying a multi-criteria deci-
sion aid process. Our previous work [12] used an approach based on k-means to
partition the generated AR into k disjoint clusters and then classify the obtained
clusters from the best to the worst. Chen et al [13] and Toloo et al [14] propose
a new methodology to estimate and rank the efficiency of AR resulted from the
DM process by applying a decision analysis method using a new integrated DEA
model. Some authors discovered significant and relevant rules without favoring
or excluding any measures by adopting the notion of dominance between rules
and the sky pattern[15] and [16].
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3. BACKROUND

3.1. Association Rules Mining.
Association rule mining is one of the major techniques od DM aims to dis-
cover interesting relationship, correlation, frequent patterns or causal structure
among a sets of binary variable in transaction database and this type of analysis
is called ”market basket analysis” Let I = {i1, i2, ..., in}. be a set of all items
and D designe a transactional database of N transactions. Assocation rules are
generated over a large set of transaction denoted by T with T = {t1, t2, ..., tm}.
, and every transaction ti is an itemset and meet ti ⊆ I. Given a non empty set
I, an AR is a statement of the form X → Y , where X, Y ⊆ I such X ∩ Y = �
.It indicates that the presence of items in the antecedent of rule (X) implies
the presence of items in the consequent of rule(Y). An association rule can be
considered interesting if the items involved occur together often and there are
suggestions that one of the sets might in some sense lead to the presence of the
other set. These.association are not based on the characteristics of a domain
( as in functional dependency) but on the co-occurrence of data items in the
dataset, it is totally data driven technique. The strength of an association rule
can be measured by mathematical notions called: ‘support′, and ‘confidence′.
The notation sup(X)=P(X): support of an itemset X is the fraction of transaction
that contain X,is used to represent the proportion of times that the set X appears
in the transaction T.

The support of the rule X → Y in D is the percentage of transaction in a
database D that contain X ∪ Y and is represented as:

Support(X → Y ) = P (X, Y ) =
n(X, Y )

n
.

The confidence of a ruleX → Y is computed as the percentage of transactions
containing X which also contain Y and is represented as:

Confidence(X → Y ) =
P (X, Y )

P (X)
=
n(X, Y )

n(X)
.

Here: n(X) is the number of transaction containing X , n(X,Y) is the number of
transactions that contain items X ∪Y , and n is the total number of transactions
in D. The problem of ARM is decomposed into two phases : the first phase is
the discovery of frequents itemsets and the second phase is the generation of
rules from the frequent itemsets.Numerous algorithms for ARM existing in the
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literature differ in their approaches to generate all AR from given database that
have support and confidence greater than user specified minimum of support
denoted as minsup, and minimum of confidence denoted as minconf.

3.2. Interestingness Measures.
One of the main issue of ARM is the huge amount of generated patterns and
rules where most of them are redundant and not interesting to the user. Then
various IM have been proposed, developed and applied to evaluate and select
the useful ones. They can be classified into two categories: subjectives [17] and
objectives [12]. Subjective measures e.g. unexpectedness and actionability [18]
(data user) focus on finding interesting patterns by matching against a given set
of user beliefs and knowledge,while objectives ones [11] (datadriven) are nu-
merical indexes and measure the interestingness in terms of their probabilities
and statistics. Support, confidence, and lift are the classic objective measures,
now they are many other available to the analyst based on these three measures
such as conviction, J-measures, Gini index, Laplace [10]. Some authors [19] dis-
cover interesting rules by using a new methodology for combining data-driven
(objective) and user-driven (subjective) evaluation measures. Their methodol-
ogy is that the objective measures are first used to filter the rule set and then
subjective measures are used to assist the user in analyzing the rules according
to his knowledge and goals. Razan Paul [20] and [21] use a semantic inter-
estingness measures for discovering association rules. Semantic interestingness
measures take into account how data attributes are semantically related. It
makes use of the structure of the ontology that hosts the corresponding items
(e.g. generalization, specialization, etc.). Owing to the large number of in-
teresting measures existing in the literature, how to select suitable measures
becomes a major challenge. To overcome that problem, several approaches and
techniques were presented ,by proposing intuitive formal criteria that a good
measure should verify to evaluate the degree of interest of rule [22]. Hiep Xuan
et al [23] try to solve this problem by ranking objective IM with sensitivity value
and help the user to have an insight view on the behaviors of IM and as a fi-
nal purpose Tan et al [10] discuss the properties of twenty-one measures and
concludes that there is no measure better than others in all application domain.
Some objective measures shown in Table I and used to evaluate the performance
or interestingness of rules.
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TABLE 1. SOME INTERESTINGNESS MEASURES

measure formula

Lift lift(X → Y ) = P (X,Y )
P (X)P (Y )

Information Gain GI(X → Y ) = log P (X,Y )
P (X)P (Y )

Example Counter Example Rate ECR(X → Y ) = 2− 1)
conf(X→Y )

Jaccard JRD(X → Y ) = P (X,Y )
P (X negY )+P (Y )

Cosinus COS(X → Y ) = P (X,Y )√
P (X)P (Y )

Pearl PRL(X → Y ) = P (X)

P (X
Y
)−P (Y )

Loevinger LV G(X → Y ) =
P (X

Y
)−P (Y )

1−P (Y )

Conviction CNV (X → Y ) = P (X)¬P (Y )
P (XY )

Zhang ZHN(X → Y ) = P (X,Y )−P (X)P (Y )
max{P (XY )P (¬Y ),P (Y )P (X¬Y )}

Piatetsky Shapiro PS(X → Y ) = P (XY )− P (X)P (Y )

Sebag-Schoenauer SBG(X → Y ) = P (X,Y )
P (X¬Y )

3.3. Dominance Relation.
In a generic decision-making context, a decision Pareto dominates another if it

is strictly favored in at least one aspect of the decision and at least as good as
the other in all other aspects [24] The notion of Pareto optimality started in so-
cial welfare and economic theory, and the Pareto dominance relation is usually
related in that area and many other related decision areas, such as collective de-
cision and voting theory, decision making under uncertainty, and multi-criteria
decision making and optimization [25]. Let (P) be an optimization problem
in the presence of multiple criteria that may be connecting. The criteria to be
optimized are explicit functions of decision variables. To compare candidate
solutions in multi objective optimization problems, the concept of Pareto dom-
inance is used. A decision vector x is said to dominate another y when it is
as good as y regarding each objective, and there is at least one objective with
respect to which x is better than y. In this case, the solution x is called the non-
dominated solution. For a maximization problem, a solution vector x is said to
dominate the solution vector y when:

∀i ∈ {1, 2, . . . , I}fi(x) ≥ fi(y)



SELECTING, SORTING AND RANKING AR WITH MULTIPLE CRITERIA 9495

TABLE 2. Example of dominance

Rules/Measures M1 M2 M3 M4

R1 0.9 0.8 0.8 0.6
R2 0.8 0.7 0.3 0.4
R3 0.8 0.9 0.4 0.8
R4 0.3 0.3 0.1 0.3
R5 0.5 0.5 0.8 0.8
R6 0.4 0.4 0.5 0.7

and ∃i ∈ {1, 2, . . . , I}fi(x) > fi(y).

If there is no feasible solution y that dominates x, x is said to be an effective
solution or a Pareto optimal solution of the multi−objective optimization prob-
lem. The solutions that are non−dominated within the entire search space are
denoted as Pareto optimal and constitute the Pareto optimal set.

4. PROPOSED APPROACH

In order to help the user′s in the procedure of taking the right decision against
the large quantities of data, a new method proposed based on the use of the
MCDA in the association rules. As we know, Roy [26] proposed four different
categories as problematiques in MCDA: the selection problem, the sorting prob-
lem, ranking problem and description problem. In the first time, we will treat
the selection problem, by using Pareto dominance for choosing the most inter-
esting association rules evaluated with a set of interestingness measures and not
only one.

4.1. Selecting AR.

Dominance of rules.
Let R and R′ be two association rules, we say that an association rule R dom-

inates another association rule R′ if and only if R is more relevant than R
′ for

all measurements, and it is denoted as R � R
′.

R1 � R2 � R4 If the ruleR1 dominates R2, then R1 is equivalent or better
than R2 for all the selected measures. The rules dominated by other (at least)
are not relevant and are eliminated, and they remain as the set of rules that are
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not dominated by any other, following all the measures M. We eliminate a rule
R of the end result, not because it is not interesting for one measure but because
it is not relevant in a combination of a set of measures. In this selection phase,
it is not guaranteed that the rules suppressed are not interesting, because it
may discard some dominated rules that contain valuable information. Another
disadvantage of the selection problem is the number of the selected AR (may
not be compatible with the number desired by the users ie: the user requests a
set of relevant rules larger than the set of the selected rules (non dominated)).
In this case, a sorting problem becomes very necessary.

4.2. The sorting AR.
The sorting AR aims to arrange and classify the AR into a few groups in pref-

erence order, so that the user can manage them more effectively. First, we will
call select AR and apply it to the set of all AR to select the non dominated rules,
and we put them in the first group. Then, we apply the select AR to the set of
the dominated rules and select the non dominated rules of this groups and put
them in the second class and so on until no dominated rules existed.

Algorithm class AR.
Input : W = (R,M)

Output : the ordered classes of association rules

1.Begin

2.| n← 0

3.| WhileR 6= 0do

4.| |n← n+ 1

5.| |Cn← selectar(Ω)

6.| |R← R\Cn
7.| bΩ← (R,M)

8.| return(C1, ..., Cn)

9.End

This classification or sorting phase can answer some point but there is still
another gap to differentiate between the rules in the same cluster. Hence, we
propose our major contribution which permit to rank all the AR.
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TABLE 3. RESULTS OF THE EXAMPLE

The rules Ndom Ndomb

R1 2 0
R2 1 2
R3 2 0
R4 0 5
R5 2 0
R6 1 1

4.3. Ranking AR.
In this part we use a notion of dominance relation to find a good compromise

without excluding or favoring any measure, which permit to rank association
rules according to a real value, the rank of AR by our method depends on the
number of rules which dominate the tested rule and which are dominated by this
later, because the rule, which dominates 20, is better than the rule dominates
10, and the rule, which dominated by 20, is worse than the rule dominated by
10. Our method proposes a way in which our tested rule is ranked not only by
the number of rules it dominates (Ndom) ; but is also examined by which rules
are more significant and in turn dominate the tested rule (Ndomb). This cross-
examination method allows us to find the most relevant rule among very large
datasets. We say that the rule is better than another rule according to a combi-
nation of a set of measures and not only one measure as previously proposed.
Considering example shown in the table 2, using the data set D and supposing
that M = {M1,M2,M3,M4}. The first rule "R1" strictly dominates the second
rule"R2" because R1(M1) = 0.9, R1(M2) = 0.8 and R1(M3) = 0.8 and R1(M4)
= 0.6 which are all (pair by pair) bigger than R2(M1) = 0.7, R2(M2)=0.7, R2
(M3)= 0.3,R2(M4)=0.4.Similarly, we suppose have R2 dominates R4 .
So we get: R1 � R2 � R4.

Firstly, our approach is to propose two-ways to rank association rules based
on dominance relation: The first takes as score Ndom(Rs, {Rk}) the number
of how many rules has the selected rule Rs dominates. {Rk}) is the set of all
association rules without Rs.

On the other hand, the second approach takes as score Ndomb({Rk}, Rs) the
number of rules whose dominate the selected rule.
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FIGURE 1. Schema of example result

The best rule is the one that is more dominant than it is dominated, and the
higher is the Ndom score the more relevant is the rule and the higher is the
Ndomb the more irrelevant is the rule. In the example the rule R1 dominate R2
and R4, and it is not dominated by any other rules.

Ndom(R1, {R2, R3, R4, R5, R6}) = 2

Ndomb({R2, R3, R4, R5, R6}, R1) = 0.

The result of the example is given in the table 3.
We deduce that the rule R4 is the least significant because it has a minimum

Ndom and maximum Ndomb. On the other hand, the most relevant rules are
R1,R3,and R5. Fig. 1 shows a diagram to illustrate the example results. We
choose one of the two approaches to rank the association rules. As we can see
the rules R2 and R6 have the same Ndom but the R6 has a lower Ndomb than
R2, then we can deduce that the R6 is has a higher significance than R2. An-
other contribution is to combine ndom and ndomb into a new score: scordom
obtained using the DEA method by maximizing ndom and minimizing ndomb
since the best rule is the one that is more dominant than it is dominated. DEA
(data envelopment analysis) is a linear programming methodology to measure
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the efficiency of multiple decision making units(DMU) when the production pro-
cess presents a structure of multiple inputs and outputs. DEA provides an ordi-
nal ranking of relative efficiency compared to the pareto-efficient frontier; We
tried to determine the optimal weight, using linear programming so as to max-
imize the ratio=virtual output/virtual input. Suppose each DMU consume m
inputs (Xi : i = . . .m) to produce s outputs (yr : r = 1 . . . s). the chosen dea
model evaluates the efficiency of DMUo, DMU under consideration, by solving
the following linear program:

Scorei = Maximize

s∑
r=1

uryrj

Subject to :
m∑
i=1

Wixi0 = 1, i = 1, 2, . . . ,m

s∑
r=1

uryrj −
m∑
i=1

wixij ≤ 0, j = 1, 2, . . . , n

wi ≥ ε i = 1, 2, . . . ,m ur ≥ ε r = 1, 2, . . . , s

Here: xij and yrj are the inputs and the outputs of the DMUj, wi and ur are the
inputs and the outputs weights,xi0 and yr0 are the inputs and the outputs of the
DMU0.

4.4. Approach structure.
In this section, we are presenting the structure of the proposed algorithm.

Firstly, we import a transactional dataset which contain the information recorded
from transaction. Then, we apply one of the algorithms of the mining associ-
ation rules process, we choose the simplest one and the best known Apriori
algorithm to find the frequent itemsets and generate all association rules. The
next step is to evaluate the generated association rules by calculating a set of
the interestingness measures and not only one, we can use the objectives mea-
sures or the subjectives measures or the both. The last step is to ask the users
to give their needs and objectives and choose one of the approaches among the
proposed approaches: selection of association rules (select AR), classification
and sorting association rules (sort AR), or ranking association rules (rank AR)
permit of ranking AR according to a value chosen from three calculated values
(ndom, ndomb, scoredom).

The flow chart of the proposed algorithm is shown in Fig 2.
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Import a transactionnal dataset

Apply Apriori algorithm to generate all association rules

Transform a decision matrix

The association rules 

well ranked

Calculate the interestingness measures of association rules

Start

Stop

Apply

Select AR

Apply rank AR :
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FIGURE 2. Schema of example result

5. EXPERIMENT STUDY

In this section we will illustrate the benefits of the proposed approach. In the
first time, we use apriori algorithm to generate the associacion rules from a set
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TABLE 4. CHARACTERISTICS OF THE USED DATASETS

Data set items transactions

Mushroom 22 8124
Flare1 32 323
Flare2 32 1066
Monks1 19 432
Monks2 19 432
Monks3 19 432
zoo 28 101

TABLE 5. NUMBER OF AR GENERATED FOR EACH DATASET

Datasets minsup Number of rules generated

Mushroom 40 2654
Flare1 10 16748
Flare2 10 17174
Monks1 1 38062
Monks2 1 39478
Monks3 1 36470
Zoo 10 11484

of dataset (mushroom, flare1, flare2,monks1, monks2, monks3, Zoo) which are
available from the UCI Machine Learning Repository 1. Table 4 summarizes the
characteristics of the used datasets.Table 5 shows the minimum support taken
for each dataset chosen and the number of rules extracted from the different
datasets. After the generation of association rules, we use the interestingness
measures explained in the previous section to evaluate these rules. The mea-
sures chosen for the performed test are: : Support (SUP),Confidence(CONF),
Lift, Information Gain(IG), Example Counter Example Rate(ECR), Piatetsky
Shapiro (PS), Cosinus(COS) and Jacard(JRD). These measures are calculated
using the formulas cited in the table 1.

1http://archive.ics.uci.edu/ml/
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TABLE 6. NUMBER OF AR GENERATED FOR EACH DATASET

Datasets Mushroom flare1 flare2 Monks1 Monks2 Monks3 Zoo

AR 2654 16748 17174 38062 39478 36470 11484
Select AR 658 613 3377 509 1788 387 3329

TABLE 7. the first five clusters for each datasets

Datasets Mushroom flare1 flare2 Monks1 Monks2 Monks3 Zoo

Cluster1 658:0.98 613:0.87 3377:0.93 509:043 1788:0.34 387:0.48 3329:0.82
Cluster2 155:0.94 254:0.87 454:0.78 2408:033 4111:0.26 1633:0.37 75:0.73
Cluster3 226:0.91 292:0.86 314:0.79 1692:0.30 3304:0.24 1099:0.40 388:0.56
Cluster4 149:0.81 162:0.85 1870:078 2730:0.25 2938:0.20 4154:041 704:0.54
Cluster5 55:0.78 186:083 306:076 2646:0.26 5220:0.20 8422:0.28 140:0.48
Number of cluster 33 55 58 12 14 24 34

5.1. Selection problem.
In this subsection, we apply select AR to choose and select the most interest-

ing AR by keeping only the non dominated AR and delet the dominated AR.
We show through experiment that select AR can significantly reduce the huge
number of rules generated from the datasets. For all measurements, Table 6
compare the size of non-dominated rules of select AR with all the AR. The re-
duction of AR helps the users and make the interpretation easy and see the most
interesting ones;

5.2. Sorting problem.
In this subsection, we apply sort AR to cluster the generated AR. Table 7 shows
the obtained results for the first five clusters for each datasets. The result of the
sort AR show that it can easily classify the clusters of rules which makes it easy
for the user to choose the best AR and the worst AR and all that is done without
discarding any rule.

5.3. Ranking problem.
Now, we apply the proposed algorithm to calculate the values, ndom, ndomb

for each rule and then apply DEA to maximize ndom and minimize ndomb and
obtained the new score scordom for each rule. The Tables 8, 9 and 10 show the
obtained results from a sample of 10 rules for the rules generated by apriori for
each datasets ( zoo, muchroom,monks).
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TABLE 8. RESULT OF A SAMPLE OF 10 RULES GENERATED
FROM ZOO DATASET

Association rules SUP CONF LIFT GI ECR PS JRD COS NDom NDomb Scordom

8 9 21 ==> 3 41 1 2,463 0,901 1 0,241 1 1 8912 0 1,000000000048
4 9 12 16 22 ==> 1 2 8 16.0 1.0 5.05 1.619 1.0 0.127 1.0 0.894 7686 80 0,9930337862319
8 9 14 21 ==> 0 3 6 18 0,562 2,840 1,044 0,222 0,115 0,391 0,711 4809 118 0,9897248351702
6 8 ==> 7 9 27 0,574 1,234 0,210 0,259 0,050 0,402 0,574 767 1173 0,8978578897113
8 ==> 3 7 9 12 14 21 26 0,313 1,216 0,196 -1,191 0,045 0,181 0,559 389 1695 0,8524033440129
2 5 7 12 ==> 8 11 15 24 13 0,928 7,214 1,976 0,923 0,110 0,866 0,963 633 2667 0,7677638459999
6 9 12 14 17 ==> 0 3 7 8 21 12 0,923 2,453 0,897 0,916 0,073 0,857 0,539 359 3161 0,7247474740630
0 3 7 8 21 ==> 6 9 14 17 0,447 1,964 0,675 -0,235 0,082 0,288 0,575 571 3802 0,6689306474330
8 12 ==> 0 3 6 9 21 16 0,216 1,091 0,087 -2,625 0,013 0,121 0,415 167 5773 0,4973005919428
9 ==> 2 5 8 11 0,137 0,578 -0,547 -5,272 -0,079 0,073 0,251 0 11483 8,70780359197e-05

TABLE 9. RESULT OF A SAMPLE OF 10 RULES GENERATED
FROM MUSHROOM DATASET

Association rules SUP CONF LIFT GI ECR PS JRD COS NDom NDomb Scordom

2 59 85 ==> 90 3272 0,898 0,975 -0,025 0,887 -0,010 0,816 0,626 2090 0 1,000000000010
36 ==> 24 85 90 3488 0,512 0,943 -0,057 0,047 -0,025 0,344 0,636 1316 0 1,000000000007
34 85 ==> 23 36 86 3272 0,413 1,026 0,0261 -0,418 0,010 0,260 0,643 421 4 0,9984928410000
34 76 85 86 ==> 59 3280 0,748 1,174 0,160 0,663 0,059 0,597 0,688 412 8 0,9969856820000
34 85 ==> 28 86 3328 0,420 1,026 0,026 -0,378 0,010 0,266 0,648 360 64 0,9758854560000
34 85 ==> 39 59 86 3400 0,429 1,026 0,026 -0,327 0,010 0,273 0,655 335 144 0,9457422760000
34 85 ==> 36 63 86 3992 0,504 1,026 0,026 0,017 0,012 0,337 0,710 230 316 0,8809344455861
34 85 ==> 39 86 5402 0,682 1,023 0,022 0,534 0,015 0,518 0,824 218 488 0,8161266083222
34 ==> 85 86 7906 0,998 1,024 0,023 0,998 0,023 0,997 0,998 3 504 0,8100979650008
36 ==> 85 6812 1 1 0 1 0 1 0,915 0 2205 0,1691785980003

TABLE 10. RESULT OF A SAMPLE OF 10 RULES GENERATED
FROM MONKS1 DATASET

Association rules SUP CONF LIFT GI ECR PS JRD COS NDom NDomb Scordom

13 ==> 1 108 1 2 0,693 1 0,125 1 0,707 370 0 1,000000002303
1 9 ==> 13 54 0,5 2 0,693 0 0,062 0,333 0,5 36168 5 0,9998686350035
1 4 ==> 7 18 24 0,333 2 0,693 -1 0,027 0,2 0,333 30243 105 0,997241343000013
1 9 13 ==> 7 24 0,333 2 0,693 -1 0,027 0,2 0,333 22542 1422 0,9626399030542
5 11 ==> 0 18 12 0,25 1 0 -2 0 0,142 0,166 18057 4675 0,8771740840260
0 15 ==> 9 12 12 0,166 1 0 -4 0 0,090 0,166 13431 6208 0,8368976930003
0 8 ==> 4 16 12 0,111 1,333 0,287 -7 0,006 0,058 0,192 10173 8911 0,7658819820000
6 11 ==> 14 17 6 0,125 1 0 -6 0 0,066 0,117 7908 21631 0,4316904000280
12 18 ==> 1 3 9 6 0,083 1 0 -10 0 0,043 0,117 4382 26350 0,3077084760002
18 ==> 0 5 9 10 6 0,027 1 0 -34 0 0,014 0,117 36 36220 0,04839472400000

These experiments show that our proposed method can rank all AR and make
it easy for the expert to choose the best rules from a huge number of AR.
Let’s now, show the ability of our approach. We compare the results of our
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experiments to another one based on Data Envelopment Analysis DEA. The first
method [13] based on Data Envelopment Analysis (DEA), aims to estimate and
rank the efficiency of association rules with multiple criteria: Support, confi-
dence and two other subjective measures: itemset value and Cross-selling. Toloo
et al. [14] proposes a new DEA-based methodology for ranking units, which
identifies the best efficient unit by considering only output data of DMUs. An
example of market basket data is adopted from Chen et al. [13]. Association
rules are first discovered by the Apriori algorithm, in which minimum support
and minimum confidence are set to 1.0 and 10.0, respectively. Forty-six rules
then are identified and presented in Table 11.

By applying our algorithm to data presented in table 11 we obtain ndom,ndomb,
scordom correspondant for each rule. Table 12 presents results of ranking effi-
cient rules in comparison to Chen′s method [13] and Toloo et al.′s method [14].
Table 12 shows that the results of proposed method are different from results of
previous methods. Obviously, proposed method provides decision makers with
more accurate and simple results as its main advantage to previous methods. In
comparison to previous works, our method is computationally efficient and also
ranks all association rules.

6. CONCLUSION

The knowledge post-processing phase becomes very challenging in associa-
tion rules mining process, In this paper, we proposed a new approach for select-
ing, sorting and ranking association rules with multiple objective and subjective
criteria, using a method based on dominance relation. The proposed approach
provides more insights into the rules discovered and can assist rule evaluation
and selection. The efficiency and the applicability of the proposed method is il-
lustrated by comparing its results with those of the previous methods. In future
studies we will try to ameliorate our approach to be able to rank the rules by
combining dominance relation and other methods and we will try to apply the
proposed algorithm to test it in the context of big data.
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TABLE 11. DATA OF ASSOCIATION RULES AND SUMMARY OF
RESULTS OF OUR APPROACH

Association Rule Support Confidence Itemset value Cross-selling Ndom Ndomb Scordom

1 3.87 40.09 337.00 25.66 3 0 1,00000000000003
2 1.42 18.17 501.00 11.63 0 7 0,847826087000343
3 2.83 17.64 345.00 11.29 0 0 1,00000000000050
4 2.34 30.83 163.00 19.73 0 3 0,934782609000436
5 2.63 23.90 325.00 15.3 0 4 0,913043478000418
6 1.19 55.65 436.00 35.61 2 0 1,00000000000330
7 1.19 47.42 598.00 30.35 1 0 1,00000000521227
8 1.19 15.70 436.00 52.91 2 8 0,826086962480702
9 1.19 10.82 598.00 36.45 0 10 0,782608696000267
10 1.19 12.32 436.00 20.08 0 21 0,543478261000047
11 1.19 12.32 598.00 40.04 2 7 0,847826090437451
12 3.87 38.08 337.00 103.97 4 0 1,00000000000011
13 1.18 15.09 710.00 41.19 0 1 0,978260870000469
14 2.44 15.22 554.00 41.56 3 1 0,978260870000014
15 2.14 28.21 372.00 77.02 4 0 1,00000000000011
16 2.51 22.81 534.00 62.26 8 0 1,00000000571202
17 1.19 50.92 436.00 139.02 5 0 1
18 1.19 45.25 598.00 123.52 9 0 1,00000000000006
19 1.19 11.70 436.00 43.54 0 16 0,652173913000098
20 1.19 11.70 598.00 62.50 2 4 0,913043478690980
21 1.42 13.99 501.00 61.16 2 4 0,913043478690980
22 1.18 12.23 710.00 53.45 0 0 1,00000000000050
23 1.50 13.64 698.00 59.59 4 0 1,00000000000011
24 2.83 27.82 345.00 78.17 4 0 1,00000000000011
25 2.44 25.27 554.00 71.0 14 0 1,00000000004252
26 1.25 15.97 718.00 44.87 5 0 1
27 1.22 34.89 339.00 98.04 0 2 0,956521739000436
28 1.30 35.12 435.00 98.68 2 1 0,978260870000824
29 1.42 33.81 534.00 95.01 7 1 0,978260870064673
30 1.91 25.26 380.00 70.97 2 2 0,956521739027664
31 1.43 37.14 618.00 104.35 14 0 1,00000000004252
32 2.38 21.63 542.00 60.78 7 0 1,00000000041041
33 1.18 30.24 366.00 84.98 0 5 0,891304348000375
34 1.23 29.36 626.00 82.51 6 0 1,00000000083827
35 1.58 22.65 354.00 63.64 0 5 0,891304348000375
36 2.34 22.99 163.00 22.76 0 6 0,869565217000371
37 2.14 22.14 372.00 21.92 1 4 0,913043477999992
38 1.91 11.94 380.00 11.82 0 7 0,847826087000343
39 2.03 18.42 360.00 18.23 0 7 0,847826087000343
40 1.19 30.73 436.00 30.43 1 6 0,869565217000016
41 2.63 25.87 325.00 67.52 2 2 0,956521739027664
42 2.51 25.98 534.00 67.81 11 0 1,00000000247323
43 1.50 19.16 698.00 50.02 5 0 1
44 2.38 14.85 542.00 38.75 2 3 0,934782609068463
45 2.03 26.73 360.00 69.78 2 1 0,978260870000824
46 1.19 30.73 598.00 80.22 7 2 0,956521739049919
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TABLE 12. RANKING OF PROPOSED METHOD IN COMPARISON
TO CHEN′S METHOD AND TOLOO ET AL.′S METHOD

Ranking Association Rules

Ranking Chen′s Method Toloo et al.′s Method Proposed method(NDom) Proposed method(scordom)

1 26 18 31 31
2 22 23 18 18
3 18 26 26 43
4 17 12 17 17
5 7 31 43 26
6 23 43 23 23
7 6 22 12 12
18 43 6 1 1
9 31 17 6 6
10 12 1 7 7
11 1 7 22 22
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