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ABOUT THE PROBLEM OF MINIMAL TESTS SEARCHING

ANVAR KABULOV1, IBROKHIMALI NORMATOV, ERKIN URUNBAEV, AND AZIZ ASHUROV

ABSTRACT. The paper proposes algorithms for constructing minimal (dead-end)
tests, testers, when solving problems of recognition and prediction. When ob-
taining algorithms, procedures were used to decode and search for the maximum
upper zero of monotone Boolean functions; and the methods for solving problems
using these procedures were given. To achieve the goals set in the paper, methods
for solving the problems of decoding and searching for the maximum upper zero
of mono-tone Boolean functions were studied, and an approximate parametric
algorithm for solving these problems was constructed

1. INTRODUCTION

Solving the problems of recognition and prediction by test search methods, two
types of problems are posed, basically: the synthesis of all or almost all dead-end
tests and the construction of minimal tables.

V.E. Kuznetsov [1] and E.A. Dyukova in [3] described in sufficient detail the
solutions to the problems of the first type. The problems of the second type, met
when minimizing disjunctive normal forms (d.n.f.) of logical functions, searching
for a minimum joint subsystem of systems of equations, etc., are the aims of this
study. Numerical methods for the synthesis of minimal tests were also developed.
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2. STATEMENT OF THE PROBLEM.

Let a table 1 of elements be given, consisting of m rows (objects) and n columns
(features).

TABLE 1. Table of elements

x1 x2 . . . xn

S1 a11 a12 · · · a1n

S2 a21 a21 · · · a2n

· · · · · · · · · · · · · · ·
Sm am1 am2 · · · amn

Here aij ∈ {0, 1, . . . , k − 1} k ≥ 2, i = 1,m, j = 1, n. The set of columns
M = {xi1 , xi2 , . . . , xik} of Table 1 is called a test if for any pair of rows Si and Sj
exists such xi ∈M, that ait 6= ajt.

A test is called a dead-end one if, after deleting any column xi from it, it ceases
to be a test. A test is called minimal if it contains the least number of columns
among all tests in this table. It is known that the following statements were proven
in [2,3].

Theorem 2.1. If in table 1 m(n)

2n/2 → 0 as n → ∞ with probability 1, then arbitrarily
selected r2 = 2logkm+

√
logkm columns of table 1 form a test.

Theorem 2.2. For the number r1 of columns in Table 1 that form a test, the following
estimate of r1 ≥ ]logkm[ + 1 is valid.

Denote by Ω the class of all sub-sets of the set of columns {xi1 , xi2 , . . . , xik}. It is
easy to see that |Ω| = 2n, where |M | is the cardinality of the set. Each subset

ω = {xi1 , xi2 , . . . , xik} ∈ Ω

is mutually - unambiguously compared to the Boolean set αω = (α1, a2, . . . , αn)

from E2
n, the unit coordinates of which are αi2 , αi2 , . . . , αik . Here E2

n is the class of
binary sets of length n.

Introduce a Boolean function g (y1, y2, . . . , yn).
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g (α1, α2, . . . , αn) =



1, if ω ∈ Ω in the table

corresponds to the set

(α1, α2, . . . , αn) and forms

test;

0, if not.

If a set of variables ω is a test, then any subset ω′ ∈ Ω is such that ω ⊆ ω′ is a
test. That’s why α̃ω′ ≥ α̃ω and g (α̃ω′) ≥ g (αω).

The converse is also true: if ω is a test, then all ω′ ∈ Ω are such that ω ⊆ ω′ is not
a test. In this case, α̃ω′ ∈ αω and g (α̃ω′) ≤ g (α̃ω). Consequently, the monotonicity
of the function g (ỹ) is proven.

Assume that g (ỹ) corresponds to table 1.
Consider the class Mn of monotone functions of Boolean algebra in n variables.

A set α̃ ∈ E2
n is called the lower unit of function f ∈Mn if f (α̃) = 1 and for any β

it is such that β̃ ≤ α, f (β) = 0.
The number of units in the set α̃ ∈ E2

n is called the level and denoted by |α̃|, and
the class of all sets of the level i, i = 0, n, by Ui-th level in E2

n.
The lower unit α̃ of function f is called its minimal lower unit (m.l.u.), if for

any lower unit β̃ the function is f |α̃| ≤
∣∣∣β̃∣∣∣.

Assume that sets α̃ = (α1, α2, . . . , αn) of levels Uk in E2
n, k = 0, n are in lex-

icographic order [4], if they are arranged in Uk in ascending order of values
n∑
i=1

αi2
n−i. Let us assume that the set β̃ = (β1, β2, . . . , βn) immediately follows

α̃ = (α1, α2, . . . , αn) in Uk, k = 0, n if B =
n∑
i=1

βi2
n−i > A =

n∑
i=1

αi2
n−i, and there is

no such γ in Uk, that B =
n∑
i=1

γi2
n−i > A.

Obviously m.l.u. of function g (ỹ) in one-to-one manner corresponds to the mini-
mum tests of table 1. Therefore, it is easy to see that the problem of synthesizing
the minimum test of table 1 is identical to the problem of search-ing m.l.u. of
function g (ỹ). The function g (ỹ) is set by the opera-tor Ag, which calculates a
value of g (ỹ) by any set α̃ of length n, that is, for any sub-set ω ⊂ Ω corresponding
to the set α̃, it is calculated whether ω forms a test or not.

N.N. Katerinochkina in [5–8] solved the problem of searching for the maximum
upper zero (m.u.z.) f ∈ Mn in Shannon’s statement. It should be noted that it is
a dual problem to the task of searching for m.l.u. of function f .
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Considering the tests properties and based on the conclusions of theorems 2.1,
2.2, the search algorithm of m.l.u. of function g (ỹ) can be written in stages as
follows.

The first stage. Let us count the number Q (i) of different pairs (αij, αik), j 6= k,
j, k = 1,m in the i-th column of table 1 in ascending order Q (i), i = 1, n. Let
i1, i2, . . . , in be an enumeration of columns in a given order, that isQ (i1) ≤ Q (i2) ≤
. . . ≤ Q (in). It is clear that after the first stage in table 1 the columns were rear-
ranged as {

1 2 3 . . . n

i1 i2 i3 . . . in

}
.

The second stage. In a set E2
n, we divide the sets by levels V0, V1, . . . , Vn. At each

i-th level, we arrange the sets in lexicographic order.

The third stage. Consider a cube E2
n of sets of lengths n (Figure 1) in lexico-

graphic order (
r2 = 2 ]log2m[ +

]√
log2m

[)
(r1 = ]log2m[ + 1)

It is clear that according to theorem 2.2 on sets α̃ of levels Vi, i < r1, g (α̃) = 0.

FIGURE 1. Lexicographic order of cube E2
n
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According to theorem 2.2, almost always on sets α̃ of levels Vj, j < r2, g (α̃) =

1. Therefore, at this stage, we construct a modified N.N. Katerinochkina [9–11]
algorithm of search for m.l.u. of function g (ỹ) in the class of sets of cube E2

n of
levels Vr2 , Vr2−1 , . . . , Vr1.

Algorithm A1 consists of two blocks.

The first block. The first block. First, the algorithm calculates the value of g at
the leftmost set of the r1-th level. Let the value of g at the i-th step be calculated
at some set α̃i, r2−i + 1-th level . If g (αi) = 1, then on the i+ 1-th step we calculate
the value of on the leftmost set of the αi+1, r2−i-th level. If g (αi) = 0, then we
proceed to the second block of the algorithm. If g (αr2−r1+1) = 1 is obtained at the
r2 − r1 + 1−th step, then m.l.u. is αr2−r1+1 and the algorithm ends its work.

The second block. Let the τ+1 steps (0 ≤ τ ≤ r2 − r1), be taken by the beginning
of the second block of the algorithm, that is, the values of g (α̃1) = g (α2) =

. . . = g (α̃τ ) = 1 and g (α̃τ+1) = 0, are calculated where α̃1, α̃2, . . . , α̃n are the
leftmost sets of levels Vr2 , Vr2−1 , . . . , Vτ , respectively. Then, at the (τ + 2)−th step,
we calculate the value of g on the set α̃τ+2, immediately following α̃τ+1 in the
lexicographic order at the r2 − τ−th level. Let the value of g on some set α̃, j-th
level, where j ≥ r2 − τ , be calculated at i−th step i ≥ τ + 2. If g (α̃i)− 0, then, at
the i + 1-th step, we calculate the value of on the set α̃i+1 immediately following
α̃i of the same j-th level. In the case g (α̃i) = 1, at the i + 1−th step, we calculate
the value of g on the set α̃i+1 of the j − 1-th level, which immediately follows the
set of the j − 1-th level, obtained from α̃i by zeroing the rightmost unit bit (since
in all sets to the left g (β) = 0).

If no such set exists, then the process stops. Let the algorithm take r steps to
stop. We get a chain of sets α̃1, α̃2, . . . , α̃r on which the value of g was subsequently
calculated. Then m.l.u. is a set α̃S from this chain with the maximum number S
such that f (αS) = 1 [12,13].

If there is no set α̃ that g (α̃) = 1, on the class of sets of levels Vr2, then proceed
to the fourth stage of the algorithm.

The fourth stage. At this stage, we apply the algorithm A1 for searching m.l.u. of
function g in a class of sets of levels

Vr2+1, Vr2+2, . . . , V2(r2+1)−r1 .
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If there is m.l.u. in the class of sets of these levels, then the algorithm ends its
work. If not, proceed to the fifth stage.

The fifth stage. Let t = 2 (r2 + 1)− r1. This stage consists of the following blocks.

The first block. At the first step of this block, we calculate the value of g at an
arbitrary set α1 t + 1-th level. Let the value of g at a certain set α̃i t + 1-th level
(1 ≤ i ≤ n− t) be calculated at the i−th step. If g (α̃i) = 0, then at the i+1-th step
we calculate the value of g on the set α̃i+1 ∈ Vt+i+1, obtained from αi by replacing
the right-most zero coordinate with a unity. If, g (αi) = 1, then, proceed to the
next block.

The second block. Let the τ steps and P = t + τ be completed by the beginning
of the second block. We apply the algorithm A1 to search for m.l.u. of function g

in the class of sets Vp, Vp−1, . . . , Vt+1.

3. DESCRIPTION OF THE MTT PROGRAM.

Consider the MTT program, the functional block diagram of which is given in
the following form (Figure 2):

MTT

Control block MTT

Synthesis of
minimal tests at
small M and H

Synthesis of
minimal tests at
large M and H

End

FIGURE 2. Program block diagram

The program is designed to build dead-end and minimal tests of an arbitrary
binary table. It consists of a control block and two fundamental blocks (Figure 2).
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In the control block, during the analysis of the in-put information, preparatory
work is performed and control is transferred, depending on the input information,
to the first or second block. The functions of the first and second blocks are almost
identical. The only difference is that the first block works as a binary table, and
the second - as a coded one, the decoding of which forms a binary table.

In its operation, the MTT program uses the following procedures.

Prosedure A1. The access to it is as follows: A1 (M,B) where M - is the number
of output quantities, B - is the array of output quantities.

Outputs. To display M numbers from a one-dimensional array B.
Assignment. To display natural numbers by one space on the left and two

spaces on the right.
Application. To display the table significance by rows and columns of an arbi-

trary binary table.

Prosedure A2. The access is A2 (M,N, T, ST ), where:

(i) M is the number of rows in the table;
(ii) N is the number of columns in the table;

(iii) T [I : M, I : N ] is the table;
(iv) ST is the output format.

Outputs. Output of table T .
Assignment. To display the table in the specified format ST so that each row is

displayed as a new paragraph.
Application. To display the input and output and intermediate tables when

constructing a minimal test of the input table.

Procedure a function A3. Access: A3 (K, N, B), where K is the length of the
binary set, NB is the array of the binary set.

Outputs. Decimal code of the set A3.
Assignment. To calculate the decimal code of an arbitrary set.
Algorithm. The decimal code of the set NB is calculated by the formula

A3 =
k∑
i=1

NBi2
k−i.

Application. For calculating table significance by rows and columns when con-
structing a minimal table test.
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Procedure-function A4. Access:

A4(LP,K,N),

where LP−is the feature of selecting or deleting (if LP = 0 the K−th binary bit
is deleted, if not, the K−th binary bit of the natural number N is selected); K−is
the bit number; N−is a natural number.

The output information A4 - is a selected binary bit or a natural number ob-
tained after deleting the specified binary bit.

The algorithm.

(i) The integer and fractional parts of the division N are selected:

αS =
[
N | 2k−1

]
, αD = N − αS2k−1.

(ii) The whole part of the division is selected αS:

ααS = [αS/2 ] .

(iii) β = ααS2k−1 + αD is calculated.
(iv) γ =

(
N − ααS2k − αD

)
/2k−1 is calculated.

If LP = 0, β− the result of deleting the K-th binary bit of the number N is
selected; in the case LP = 1, γ−the result of selecting the K-th binary bit of the
number N is selected.

Application. To search for the minimal test of an arbitrary binary table.
Assignment. To select and delete a binary bit of a natural number.

Procedure A5. Access:

A5 (LP,M,N,K, T ) ,

where LP−is the feature of deleting a row or column (at LP = 0, a row is deleted;
at LP = 1, a column is deleted, in other cases, no deletion is performed); T−is
the table; M− is the number of rows in table T−; N− is the number of columns
in table T ; K− is the number of rows or columns to be deleted.

Output information. Table T .
Assignment. To delete (exclude) some row or column of the table.
Application. To search for the maximal test of an arbitrary binary table.
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Procedure A6. Access:
A6 (LP,N,K, T, Z) ,

where LP−is the feature of selecting a row or a column, LP ∈ {0, 1} (at LP = 0

a row is selected; at LP = 1, a column is selected; in other cases, no selection is
made); − is the number of rows and N− is the number of columns in table T ; K−
is the number of the selected row or column; T is the table; Z−is the vector-result.

Outputs. Vector Z.
Assignment. To select a row or column of an arbitrary table.
Application. To calculate the table significance by rows and tables.

Procedure function NR. Access:

NR (N,M,Z) ,

where M, N− are the natural numbers (M ≤ N) ; Z−is the original set.
Outputs. The set Z and NR, are obtained at NR = 0; is the final set.
Assignment. To construct sequentially a class of sets in lexicographic order

from N numbers by M pieces.
Application. To search for the minimal test of a table.

4. INSTRUCTIONS FOR USING THE MTT PROGRAM.

The program is designed in the form of a procedure, the access to which has the
form

MTT (N,M, T, LP,BN,BM)

where N− is the number of columns, M− is the number of rows, T− is the
table, LP−is the feature of finding the first minimal test or the first N min-
imal tests (if there are so many) of the table; BN and BM− are the arrays
(BN [1 : N ] , BM [1 : M, 1 : N ]) where the results are placed.

Input information is:

(i) T−table
(ii) N−number of columns

(iii) number of rows and LP−feature (if LP = 1, the first minimal test of the
table is found, if not - the first minimal tests). Output results are placed in
arrays BN and BM .
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In the i−th cell of the array BN , there is a decimal code of the columns that
form the test.

Decoding the elements of array BM yields N sub-tables T that form the test.

5. TEST CASE

Table 2 is taken as an example, consisting of twelve rows and ten examples of
columns, each of them.

TABLE 2. Test table

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1
0 0 0 0 0 1 1 0 0 0 1 0 1 1 1 0 0 0 0 1
0 1 1 1 1 0 1 0 0 1 0 1 0 0 1 0 0 0 1 0
1 0 0 0 1 1 1 0 0 1 0 1 0 1 0 0 0 1 0 1
0 0 0 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1
0 1 1 1 0 1 1 1 1 1 0 1 0 0 0 0 1 0 1 0
0 0 1 0 0 0 1 1 1 0 1 0 0 1 1 1 0 1 1 1
1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 1 0
0 0 1 1 0 0 1 1 1 0 1 0 0 1 1 1 0 1 1 1
1 1 1 1 0 1 0 0 0 0 1 0 0 0 1 0 1 0 1 1

Columns numbered in the table 2 - 4, 13, 17, 19, 20 were obtained as the first
minimal test.

CONCLUSION

The article developed algorithms for constructing minimum (dead-end) tests,
testers, when solving problems of recognition and forecasting based on methods
of decoding and finding the maximum upper zero of monotone Boolean functions.
To achieve the set goals, methods of solving problems of decoding and finding the
maximum upper zero of monotone Boolean functions are investigated, an approx-
imate parametric algorithm for solving these problems is constructed.
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