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ANALYSIS THE CLUSTER PERFORMANCE OF REAL DATASET USING SPSS
TOOL WITH K-MEANS APPROACH VIA PCA

Muhammad Kalamuddin Ahamad1 and Ajay Kumar Bharti

ABSTRACT. Partitioning problems are handled by the idea of cluster and this
technique which plays the essential work in mining of data from the given
dataset. The K-Means cluster is well accepted theory to apply on huge datasets,
but has some drawbacks. The factual dataset is taken from the repository of
data used for clustering. Furthermore, as getting the outcome of this procedure
is essential to resolve the limitations and quality enhanced of cluster by ap-
ply the Principal Component Analysis (PCA) on the dataset. In paper we have
demonstrate the results by experimental for factual datasets with dissimilari-
ties. We have worked to validate the experimental significant for the clusters
metric and component size minimized for different dataset during the process-
ing on SPSS tool on the basis of eigenvalues. In this research paper we also
discussed the comparative analysis of distance between initial centroid of wine
and disease of heart dataset at the level of cluster k=2 and k=3.

1. INTRODUCTION

The emerging new trends, technology and growth of business through the
internet services, another way said enriched the huge amount of resources of
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the dataset such as storage of databases, audio, video, graphics, and images. In
addition to the data consists the own characteristics like that consistent, struc-
tured, unstructured, uncertain, mixed, enormous, self-motivated and more com-
plexes analyze and considerate of the people. Therefore, in the research field of
data mining the more important to how investigate and self-mining of implicit,
unidentified and more vital knowledge it can manage the support like in ad-
ministrative behaviors. Therefore, its removal and detection of knowledge from
the business database is helpful better quality of clustering. In the extraction
and analyzed of data from the huge dataset to apply the statistical tool with em-
ployed the concepts of artificial intelligence. The data mining research field is
very supportive in e-business and its applications to require a demo of function-
ality for industries [1], applications in business like as promoting, marketing,
advertising [2]. There are author discussed the k-means clustering approaches
and also proposed the performance in [3]. In this research paper the PCA tech-
niques utilize on numerical attributes on the database the noisy feature reduces
the dimensions of problem consider as the dataset but improve the cluster qual-
ity on the basis of the distance between initial centroids. This paper is arranged
as follows manner. In Section 1- Introduction, Section 2- Literature Review, Sec-
tion 3- Proposed Research Methodology, in the section-4 Brief the experimental
effects. In the Section -5 discuss the conclusion and future scope.

1.1. Mathematical illustration of coefficient Matrix.

Definition 1.1. Consider that the set of data value X is consisting nonempty set
members of attribute m, extraction of data sample n then determine the mean
and normalized of all existing members of attribute respectively. Illustrate in the
mathematical form as equation-1 and normalized equation follow as equation-2

µ = 1/n(
n∑

i=1

xi) = 0,

N = 1/(n− 1)(
n∑

i=1

m∑
j=1

(xij)
2) = 1,

where represent the value of xij is normalized at j=1,2,3,. . . ,m.

Definition 1.2. Consider the consisting of two dimensional datasets of nonempty
attribute Xij, where i= 1to n, and j=1 to m, further associated the covariance
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matrix Coefficient at the m attribute is
Cov11 Cov12 · · · Cov1m
Cov21 Cov22 · · · Cov2m

...
... . . . ...

Covn1 Covn2 · · · Covnm

 ,
where the notation Covij is the covariance coefficient between the Xi and Xj and
also it’s mentioned by C.

1.2. Evaluate the Covariance Matrix and Eigenvalues. Find the characteristic
value of the characteristic equation |λI–C = 0|and find the eigenvalues λj. This
is sorted as λ1, λ2, . . . , λm, and further find the orthogonal eigenvector. In this
research paper simulated eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λm related to pth princi-
pal component(p ≤ m).Therefore the contribution eigenvalue rate is higher than
value 1.00 to pick from the considering dataset.

2. LITERATURE REVIEW

The cluster is creating to reveal the more in sequence of co- linearity, multi-
co-linearity, and regression and correlation between the attribute of the dataset.
Finding the total consequence in statistical examination of data is to reflect sev-
eral points to have common characteristics. In the consequences of large dimen-
sional dataset to bothered the mining process of information and not well shape
clusters. In this research paper, we illustrate with the lower dimensionality of
data by principal component analysis.

The author used PCA concept is reduced dimensions for changing the origi-
nal data for mining and classifies it’s by using the k-means. Find out the con-
sequences to illustrate the more accuracy of reduced dimensionality of large
dataset for analysis [4]. Worldwide cause deaths are in among the woman with
breast cancer, and prediction of its disease to possibility of treatment otherwise
very risky for health author discussed in [5]. PCA analysis tool the summa-
rized of giving regular set patterns; evaluate the deviation of different variables,
covariance and performance of dataset [8].

In telecom business the characteristics of huge datasets for main motive to
discover such as reduced of real dataset, minimize the users clustering, analysis
[6]. The statistics of dataset dimensionality has set of attribute and such variety
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of data used in the research study and mining concepts are employed in this
field like as telecommunication industries for helping the administrative strategy
[7]. The significant concept of network is represented in a lower dimension to
protect the structure of network node explained in [9]. The cluster property is
explained and also discussed removal of k-1 term of covariance matrix and PCA
project the higher to lower dimensional space, data placement in lower space
graph and applied the clustering algorithm k-means [10].

2.1. K-Means Algorithm. This algorithm to apply on a considering d-Dimensional
dataset, Choose k-prototype centroid at random from data point, Create the
early dividing of cluster by assigning the object to the closest Centroid, and
finally create the cluster[4-5].

2.2. Principal Component Analysis (PCA). The Principal component analysis
is can only extract a linear projection of the data. Consider the consisting of
data like as X = x1, x2, . . . , xM are M vectors authors explained in[3,10]. PCA
is described consisting of few steps as follows.

Step 1: Initially determine mean of data the given data set as

µ = 1/M(
M∑
i=1

xi).

Step 2: In the second step find subtract of mean from each individual data
element Subtraction, therefore represent in the mathematical term as

x̄ =
M∑
i=1

(xi˘µ).

Step 3: Measure the matrix of covariance C as

C = 1/M(
M∑
i=1

(x̄i)(x̄i)
T ).

Step 4: Compute the eigenvalue and eigenvector CX = λX, where λ = λ1, λ2,

λ3, . . . , λn are eigenvalues and C is covariance matrix.

Step 5: Reduced the dimension of dataset.

Steps 6: Return the reduced dataset for clustering process
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3. PROPOSED RESEARCH METHODOLOGY

The dataset like disease of heart, and wine are generally available on UCI
Irving repository of machine learning archive. These factual datasets are retrieve
from path of repository is mentioned as https://archive.ics.uci.edu.ml/datasets.
The dataset is contained the instances 297,178, number of attribute 14, 13 and
multivariate type of data characteristics of heart disease and wine respectively.
The proposed algorithm are discussed as following:

3.1. Procedure of PCA on Tools. Statistical analyses of various datasets are
iris, wine and heart disease. This data set is large the make cluster initially not
good cluster quality. The PCA is good concept the reduction of dimensionality
of the dataset. Examines of a dataset constructs to reduced dimensions. The
adopted procedure in this research paper as following

Step 1: Initially set the name of variables or attributes, then after filling the data
values into data view filed,

Step 2: Create the structured data set in 2D,
Step 3: Go to analyze the 2D structure data set until return the eigenvalues,

i. Select the dimension reduction tool factor,
ii. Select the coefficient of component from descriptive field,

iii. Select the Extraction (Method) generate the variance matrix based
on eigenvalues, eigenvalues set >1 and maximum iteration of con-
vergence set at 25

iv. Press OK,
Step 4: Return the eigenvalues,
Step 5: Stop the procedure

3.2. KMWPCA Algorithm.

Step 1: Consider the arranged dataset, and after applied the reduction tools
from SPSS,

Step 2: Extraction of some component by using the Step 1,
Step 3: Consider the element of variance and initial eigenvalues,
Step 4: To projecting data in lower dimensional subspace, getting reduced the

dimension of real datasets,
Step 5: After reduction component of dataset to analyze K-Mean to achieve the

distance between initial centroid for best clustering,
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Step 6: Stop the process.

4. DISCUSS THE EXPERIMENTAL RESULTS

In research studies a concept to analyzed PCA implementation on SPSS Statis-
tics 17.0 tools. Measure the eigenvalues of heart disease dataset by PCA and it’s
implemented on this given tools shown the results in table-1 and also analysis
the simulating result is illustrated of same dataset in figure-1.

Table 1: Measure the eigenvalues at cluster k=3

FIGURE 1. Analysis the extraction component from Heart Disease
Dataset with eigenvalues

To measure the distance between initial centroid of given two dataset wine and
heart disease respectively shown the result in below table-2. In figure-2, illus-
trate the comparatively analysis of existing( k-means algorithm) and proposed
algorithm(k-means with PCA).
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Table 2: Measure the distance between initial centroids of cluster

FIGURE 2. (A)Comparative analysis of centroids between existing
and proposed algorithm(Wine dataset), (B)Comparative analysis
of centroids between existing and proposed alogrithm(Heart dis-
ease dataset

In the figure-2, show the minimum distance of initial centriods at level of cluster
k=3,wine, and heart disease datasets are smaller as compared than at level of
cluster k=2.In this research paper, the proposed algorithm(k-means with PCA)
is better than the existing algorithm(k-means) on the basis of minimum distance
between the initial centroids and obtain good cluster.

5. CONCLUSION AND FUTURE SCOPE

We discuss and address in this study work lessening the component reduction
and it’s performance by the principal component analysis measured using SPSS
statistics 17.0 tools. The dataset of heart disease are simulated on the reduc-
tion component tool. It is Lessening the dimension of the dataset by threshold
value on the estimated eigenvalues. Furthermore, the simulation method is
more significant and used successfully for partitioning the huge dimensionality
for factual existing dataset and helpful for validating of clustering performance.
In addition this paper shows the study of comparative study for existing algo-
rithm with proposed algorithm at cluster level. If the cluster level increases then
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the small distance between initial centeroid deceases and gets a well-defined
cluster. This concept is to identify the appropriate causes for disease and sup-
port treatment of heart ailment, and also relevant information extract of wine
dataset.
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