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FORCED DIFFUSION EQUATION WITH PIECEWISE CONTINUOUS TIME
DELAY

Mukhiddin I. Muminov1 and Tirkash Radjabov

ABSTRACT. In this article, we study the boundary value problem (BVP) for
forced diffusion equation with piecewise constant arguments. We give explicit
formula for solving BVP. The problem of finding periodic solutions of some dif-
ferential equations with piecewise constant arguments (DEPCA) is reduced to
solving a system of algebraic equations. Using the method of finding periodic
solutions of DEPCA, the solutions of BVP are given in several examples which
are periodic in time.

1. INTRODUCTION

Differential equations with piecewise constant arguments are usually referred
to as a hybrid system, and could model certain harmonic oscillators with almost
periodic forcing [3], [5]. This type of equation, in which techniques of dif-
ferential and difference equations are combined, models, among others, some
biological phenomena (see [1], [2] and references therein), the stabilization of
hybrid control systems with feedback discrete controller [4]. For a survey of
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work on ordinary and partial differential equations with piecewise constant ar-
guments (DEPCA) we refer the reader to [7], [8] and [16]. In [6] investigated
DEPCA coupled with nonlinear boundary value conditions, the existence of ex-
tremal solutions and extremal quasi-solutions is obtained. A recently published
papers [9], [10] has studied the second order DEPCA. The periodic solvable
problem are reduced to the study a system of linear equations. Furthermore,
by applying the well-known properties of linear system in algebra, all existence
conditions are described for n-periodic solutions that yield explicit formula for
the solutions of DEPCA.

With respect to the PDEs with piecewise constant time, it has been shown
in [12] that they naturally arise in the process of approximating PDEs using
piecewise constant arguments. And it is important to investigate boundary value
problems (BVP) and initial-value problems for EPCA in partial derivatives and
explore the influence of certain discontinuous delays on the behavior of solu-
tions to some typical problems of mathematical physics. For example, the mea-
suring the lateral heat change at discrete moments of time leads to the equation
with piecewise continuous delay [15]:

ut(x, t)− a2uxx(x, t) + bu(x, [t]) = 0, 0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0, t > 0,

u(x, 0) = v(x), 0 < x < 1.

Partial differential equations with piecewise constant argument (PDEPCA)
were introduced in [13] to study the existence, oscillation, and asymptotic
bounds of the solutions of initial value problems with piecewise constant de-
lays. The diffusion equation with boundary value problems, and initial value
problems assuming piecewise constant arguments were investigated in [15]
and [14], respectively.

In 2015, Veloz and Pinto [11] studied the following equation with piecewise
constant argument of generalized type of the form

ut(x, t) = a2(t)uxx(x, t)− b(t)u(x, γ(t)),

where γ(t) is a step function. The authors establish conditions where the con-
vergence of the solution can be verified computing a finite number of terms of
the series in each constancy interval, without requiring any regularity on the
initial condition.
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In the present paper, we consider the boundary value problem (BVP) in [15]
for forced diffusion equation with piecewise constant arguments

(1.1) ut(x, t) = a2uxx(x, t)− bu(x, [t]) + F (x, t), 0 < x < 1, t > 0,

(1.2) u(0, t) = u(1, t) = 0,

(1.3) u(x, 0) = v(x),

where F (x, t) is a continuous function on [0, 1]× [0,∞).
By adapting the method [15], we first represent formal series solution of the

BVP, which reduces to solving the first order DEPCA with respect time. Then
we give convergence condition for this series solution. Further, applying the
method used in [9] and [10] we obtain existence condition and explicit formula
for the periodic solutions of DEPCA. That allowed to find the exact solutions of
BVP in a several examples which are periodic in time. Recall that for the case
when F (x, t) = 0, the series solution coincide with the results of [15]. Moreover,
existence conditions are obtained for an explicit form k-periodic (with respect
to t) of any terms of the series solution (see Remark 4.1), which improves the
results of article [15].

2. DEFINITION OF SOLUTION. EXAMPLES

A solution of (1.1-1.3) is defined in [12], [15] as follows

Definition 2.1. A function u(x, t) is called a solution of (1.1-1.3) if the following
conditions are satisfied:

(i) u(x, t) is continuous on Ω = [0, 1]×R+, R+ = [0,∞);
(ii) ut and uxx exist and are continuous in Ω, with possible exception at points

(x, [t]) ∈ Ω, where one-sided derivatives exist with respect to second argu-
ment;

(iii ) u(x, t) satisfies Eq. (1.1) in Ω, with the possible exception at the points
(x, [t]) ∈ Ω and conditions (1.2), (1.3).
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Example 1. Let aπ = 1, b(e − 1) = 1. Then the function u(x, t) = T (t) sinπx is
solution of the problem

ut(x, t) = a2uxx(x, t)− bu(x, [t]) + sin πt sin πx, 0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0,

u(x, 0) = T (0) sinπx,

where T (·) is the 2-periodic solution of the differential equation with piecewise
constant argument

T
′
(t) + T (t) = − 1

e− 1
T ([t]) + sin πt, t > 0,

defined as

T (t) =

{
e−t
(
T (0) + Φ(t)− 1

e−1T (0)(et − 1)
)
, t ∈ [0, 1),

e−t
(
Φ(t)− 1

e−1T (1)(et − e)
)
, t ∈ [1, 2].

Here

Φ(t) =

∫ t

0

es sin πsds =
et

1 + π2
(sinπt− π cosπt) +

π

1 + π2

and

T (0) =
Φ(2)− Φ(1)

e2
, T (1) =

Φ(1)

e
.

Example 2. Let aπ = 1, b = −4. Then the function u(x, t) = −1
3

sin πx+ (sinπt+

T0) sin 2πx is solution of the problem

ut(x, t) = a2uxx(x, t)− bu(x, [t]) + sin πx+ (4 sinπt+ π cos πt) sin 2πx,

0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0,

u(x, 0) = −1
3

sinπx+ T0 sin 2πx.

Example 3. Let b = −(anπ)2. Then the function u(x, t) = T0 sinnπx is solution of
the problem

ut(x, t) = a2uxx(x, t)− bu(x, [t]), 0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0,

u(x, 0) = T0 sinnπx.
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Example 4. Let anπ = 1, b = e+1
e−1 . Then the function u(x, t) = T (t) sinnπx is

solution of the problem

ut(x, t) = a2uxx(x, t)− bu(x, [t]) + (4 sin πt+ π cosπt) sinnπx,

0 < x < 1, t > 0,

u(0, t) = u(1, t) = 0,

u(x, 0) = T (0) sinnπx,

where T (·) is the 2-periodic solution of the differential equation with piecewise
constant argument

T
′
(t) + T (t) = −e+ 1

e− 1
T ([t]) + 4 sin πt+ π cos πt, t > 0,

defined as

T (t) =

{
e−t
(
T (0) + et sin πt− e+1

e−1T (0)(et − 1)
)
, t ∈ [0, 1),

e−t
(
et sin πt− eT (0) + e+1

e−1T (0)(et − e)
)
, t ∈ [1, 2].

3. THE SOLUTION OF THE PROBLEM

For the non-homogeneous problem (1.1) we look for a solution in the form

(3.1) u(x, t) =
∞∑
j=1

Tj(t) sin jπx.

We can notice from the initial data (1.3) that

u(x, 0) =
∞∑
j=1

Tj(0) sin jπx = v(x),

where vj = Tj(0) are the Fourier coefficients of v, i.e.,

v(x) =
∞∑
j=1

vj sin jπx, vj = 2

∫ 1

0

v(x) sin jπxdx.

Next we find {Fj(t)} so that

(3.2) F (x, t) =
∞∑
j=1

Fj(t) sin jπx,

by setting

Fj(t) = 2

∫ 1

0

F (x, t) sin jπxdx.
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Substituting (3.1) and (3.2) into (1.1) we obtain
∞∑
j=1

(
T ′j(t) + a2π2j2Tj(t) + bTj([t])− Fj(t)

)
sin jπx = 0.

Then using the orthogonality of the functions sinnπx we obtain an infinite se-
quence of the DEPCA

(3.3) T ′j(t) + a2π2j2Tj(t) + bTj([t]) = Fj(t), t > 0, j = 1, 2, . . . .

with

(3.4) Tj(0) = vj.

Let Tnj(t) denote a solution of (3.3) on the interval [n, n+ 1), i.e.,

Tj(t) = Tnj(t), t ∈ [n, n+ 1), n = 0, 1, 2, . . . .

Then

(3.5) T ′nj(t) + a2π2j2Tnj(t) = Fnj(t)− bTnj(n), t ∈ [n, n+ 1),

where Fnj(t) = Fj(t).
The solution of (3.5) is

Tnj(t) = e−a
2π2j2t

t∫
n

ea
2π2j2sFnj(s)ds−

bTnj(n)

a2π2j2
(
1−e−a2π2j2(t−n))+Tnj(n)e−a

2π2j2(t−n).

That is,

(3.6) Tnj(t) = e−a
2π2j2tΦnj(t) + Ej(t− n)Tnj(n),

where

Φnj(t) =

t∫
n

ea
2π2j2sFnj(s)ds,

Ej(t) = e−a
2π2j2t − b

a2π2j2
(
1− e−a2π2j2t

)
.

Setting t = n+ 1 in (3.6), we have

Tnj(n+ 1) = e−a
2π2j2(n+1)Φnj(n+ 1) + Ej(1)Tnj(n).

It follows from continuity Tj(t) in t > 0 that

Tnj(n+ 1) = Tn+1,j(n+ 1).
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Hence,

Tn+1,j(n+ 1) = e−a
2π2j2(n+1)Φnj(n+ 1) + Ej(1)Tnj(n).

This gives

Tnj(n) = e−a
2π2j2nΦn−1,j(n) + Ej(1)Tn−1,j(n− 1)

= e−a
2π2j2nΦn−1,j(n) + Ej(1)e−a

2π2j2(n−1)Φn−2,j(n− 1) + E2
j (1)Tn−2,j(n− 2)

= e−a
2π2j2nΦn−1,j(n) + Ej(1)e−a

2π2j2(n−1)Φn−2,j(n− 1)

+ E2
j (1)e−a

2π2j2(n−2)Φn−3,j(n− 2)y

+ · · ·+ En−1
j (1)e−a

2π2j2Φ0j(1) + En
j (1)T0j(0)

or

Tnj(n) = e−a
2π2j2nΦn−1,j(n) + Ψnj + En

j (1)T0j(0),

where

Ψnj = Ej(1)e−a
2π2j2(n−1)Φn−2,j(n− 1) + E2

j (1)e−a
2π2j2(n−2)Φn−3,j(n− 2)

+ · · ·+ En−1
j (1)e−a

2π2j2Φ0j(1).

Therefore, the solution Tnj(t) defined by (3.6) represents as

(3.7) Tnj(t) = Φn(t) + Ej(t− n)En
j (1)T0j(0),

where

Φn(t) = Φn(t, F ) = e−a
2π2j2tΦnj(t) + Ej(t− n)e−a

2π2j2nΦn−1,j(n) + Ej(t− n)Ψnj,

This allows to represent the proposed formal series solution u(x, t) = un(x, t)

on [n, n+ 1), in terms of F (·) and T0j(0), of the form

(3.8) un(x, t) =
∞∑
j=1

[Φn(t) + Ej(t− n)En
j (1)T0j(0)] sin jπx, t ∈ [n, n+ 1),

where Tj(t) = Tnj(t), t ∈ [n, n+ 1).

Assumption 3.1 We assume that F is continuous on [0, 1]× [0,∞) and ∂F
∂t

exists,

are continuous and bounded on [0, 1]× (0,∞). In addition, we assume that

(3.9)
∞∑
j=1

|Fj(t)| <∞ for any t > 0.
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Note that the condition (3.9) provides the absolute convergence of the series

ut(x, t) + uxx(x, t) + bu(x, t) =
∞∑
j=1

(
T ′j(t) + a2π2j2Tj(t) + bTj([t])

)
sin jπx,

since ∣∣ ∞∑
j=1

(
T ′j(t) + a2π2j2Tj(t) + bTj([t])

)
sin jπx

∣∣ ≤ ∞∑
j=1

|Fj(t)|.

The following theorem provides us to determine the convergence of the series
∞∑
j=1

T ′j(t) sin jπx,
∞∑
j=1

j2Tj(t) sin jπx and
∞∑
j=1

Tj([t]) sin jπx.

Theorem 3.1. Let for F the Assumption 3.1 be fulfilled and v(x) be integrable
continuous function on [0, 1]. Then the function u(x, t) defined by (3.8) is solution
of (1.1).

Proof. We show that uxx exists at every (t, x) ∈ (n, n+ 1)× (0, 1) and continuous
on [n, n + 1]× [0, 1] for any n = 0, 1, . . . . Let t ∈ [n, n + 1]. Using integrating by
part we obtain

Φnj(t) =

t∫
n

ea
2π2j2sFj(s)ds

= Fj(t)
ea

2π2j2t

a2π2j2
− Fj(n)

ea
2π2j2n

a2π2j2
− 1

a2π2j2

t∫
n

ea
2π2j2sF ′j(s)ds

=
Fj(t)

a2π2j2

(
ea

2π2j2t − ea2π2j2n
)

+
(
Fj(t)

− Fj(n)
)ea2π2j2n

a2π2j2
− 1

a2π2j2

t∫
n

ea
2π2j2sF ′j(s)ds.

This gives

|Φnj(t)| ≤
|Fj(t)|
a2π2j2

(
ea

2π2j2t − ea2π2j2n
)

+
∣∣Fj(t)− Fj(n)

∣∣ea2π2j2n

a2π2j2

+
F ′max
a4π4j4

(
ea

2π2j2t − ea2π2j2n
)
, t ∈ [n, n+ 1],

where

F ′max = max |F ′t(t, x)|.
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Hence

(3.10)
|e−a2π2j2tΦnj(t)| ≤ |Fj(t)|

a2π2j2

(
1− e−a2π2j2(t−n)

)
+
∣∣Fj(t)− Fj(n)

∣∣ e−a2π2j2(t−n)
a2π2j2

+ F ′max
a4π4j4

(
1− e−a2π2j2(t−n)

)
,

t ∈ [n, n+ 1]. Note that

e−a
2π2j2nΦn−1,j(n) =

1

a2π2j2

(
Fj(n)− ea2π2j2Fj(n− 1)

)
− e−a

2π2j2n

a2π2j2

∫ n

n−1
ea

2π2j2sF ′j(s)ds.

This gives

|e−a2π2j2nΦn−1,j(n)| ≤ 1

a2π2j2

∣∣∣Fj(n)− e−a2π2j2Fj(n− 1)
∣∣∣

+
F ′max
a4π4j4

(1− e−a2π2j2).

(3.11)

Since

Ej(t− n) = e−a
2π2j2(t−n) − b

a2π2j2
(
1− e−a2π2j2(t−n))

and

Ej(1) = e−a
2π2j2 − b

a2π2j2
(
1− e−a2π2j2

)
,

we obtain

(3.12) |Ej(t− n)e−a
2π2j2nΦn−1,j(n)| ≤ C0

|Fj(n)|
a2π2j2

+ C1
1

a4π4j4
.

(3.13) |Ej(t− n)En
j (1)T0j(0)| ≤ 2

|b|n

(aπ)2n
|T0j(0)|
j2n

for large j.

Since |e−a2π2j2(n−k)Φn−k−1,j(n− k)| ≤ C2

a2π2j2
,

|Ψnj| =
n−1∑
k=1

|Ek
j (1)e−a

2π2j2(n−k)Φn−k−1,j(n− k)| ≤ C3

a2π2j2

n−1∑
k=1

1

j2k

=
C3

a2π2j2

1
j2
− 1

j2n

1− j−2
.

Hence,

(3.14) |Ψnj| ≤
C4

j4
.
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The estimations (3.10-3.14) give

|Tnj(t)| ≤
C5

j2
, for t ∈ [n, n+ 1] and large j.

This gives the convergence of the series

∂2u(x, t)

∂x2
= −

∞∑
j=1

π2j2Tnj(t) sin jπx, t ∈ [n, n+ 1].

�

4. PERIODIC SOLUTIONS OF DIFFERENTIAL EQUATION WITH PIECEWISE CONSTANT

ARGUMENT

In this section we give a method of finding N -periodic solutions of the differ-
ential equation with piecewise constant argument (DEPCA)

(4.1) T ′(t) + a2π2j2T (t) + bT ([t]) = f(t), t > 0, j = 1, 2, . . . ,

where f(t) is N -periodic and continuous function on [0,∞).
Let us define a definition of solution for (4.1)

Definition 4.1. A function T (t) is called a solution of (4.1) if the following condi-
tions are satisfied:

(i) T (t) is continuous on R+;
(ii) T ′(t) exists and is continuous in R+, with possible exception at points [t] ∈

R+, where one-sided derivatives exist;
(iii) T (t) satisfies Eq. (4.1) in R+, with the possible exception at the points

[t] ∈ R+.

2-periodic solutions DEPCA. We first give a method of finding periodic solu-
tions of (4.1) and their existence conditions for the case when f(·) is 2-periodic
function.

We seek a function T as a 2-periodic function that solves (4.1).
Integrating (4.1) we have

T (t) = e−(ajπ)
2t[T (0) + Φ(t)−

∫ t

0

be(ajπ)
2sT ([s])ds].
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where

Φ(t) =

∫ t

0

e(ajπ)
2sf(s)ds.

The function T (t) can be represented as

(4.2) T (t) =


e−(ajπ)

2t[Φ(t) + (1 + b
(ajπ)2

(1− e(ajπ)2t))T (0)], t ∈ [0, 1),

e−(ajπ)
2t[Φ(t) + (1 + b

(ajπ)2
(1− e(ajπ)2))T (0)

+( b
(ajπ)2

(e(ajπ)
2 − e(ajπ)2t)T (1)], t ∈ [1, 2).

Let we denote

Pi(t) = b
(ajπ)2

(e(ajπ)
2(i−t) − 1), i = 0, 1, 2 . . . ,

Ni(t) = b
(ajπ)2

(e(ajπ)
2(i−t) − e(ajπ)2(1+i−t)), i = 0, 1, 2 . . . .

Then (4.2) represents as
(4.3)

T (t) =

{
(e−(ajπ)

2t + P0(t))T (0) + e−(ajπ)
2tΦ(t), t ∈ [0, 1),

(e−(ajπ)
2t +N0(t))T (0) + P1(t)T (1) + e−(ajπ)

2tΦ(t), t ∈ [1, 2).

This shows that the right-hand side of (4.3) contains only unknown numbers
T (0) and T (1). Since T (·) is continuous and periodic, T (0) = T (2). We apply
(4.3) to get the system of equations

( b
(ajπ)2

(1− e−(ajπ)2)− e−(ajπ)2)T (0) + T (1) = e−(ajπ)
2
Φ(1),

(1 + b
(ajπ)2

(e−(ajπ)
2 − e−2(ajπ)2)− e−2(ajπ)2)T (0)

+ b
(ajπ)2

(1− e−(ajπ)2)T (1) = e−2(ajπ)
2
Φ(2),

or

(4.4)

{
(E1 − e−(ajπ)

2
)T (0) + T (1) = e−(ajπ)

2
Φ(1),

(1 + E2 − e−2(ajπ)
2
)T (0) + E1T (1) = e−2(ajπ)

2
Φ(2),

where

(4.5) Ek =
b

(ajπ)2
(e−(k−1)(ajπ)

2 − e−k(ajπ)2), k = 1, 2, . . . .

Let ∆2(a, b) be the determinant of the matrix M2(a, b), where

M2(a, b) =

(
E1 − e−(ajπ)

2
1

1 + E2 − e−2(ajπ)
2
E1

)
.

Thus, for 2-periodic solution of (4.1) we obtain

Theorem 4.1. Let f(·) be 2-periodic function.
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(i) If ∆2(a, b) 6= 0, then equation (4.1) has a unique 2-periodic solution having
the form (4.3), where (T(0), T(1)) is the unique solution of (4.4).

(ii) If ∆2(a, b) = 0 and Φ(1) = Φ(2) = 0, then equation (4.1) has infinite
number of 2-periodic solutions having the form

Tα(t) =

{
α(e−(ajπ)

2t + P0(t))T (0) + e−(ajπ)
2tΦ(t), t ∈ [0, 1),

α(e−(ajπ)
2t +N0(t))T (0) + αP1(t)T (1) + e−(ajπ)

2tΦ(t), t ∈ [1, 2],

where (T (0), T (1)) is an eigenvector of M2(a, b) corresponding to 0, α is
any number.

(iii) If ∆2(a, b) = 0 and the rank[M2(a, b)] < rank[M2(a, b),Φ
T ],Φ = (Φ(1),

Φ(2)), then equation (4.1) does not have any 2-periodic solution.

Application Theorem 4.1 . Let F satisfy the Condition 3.1 and the functions
{Fj(t)} in the series presentation (3.2) of F be 2-periodic functions. In addition,
we assume a and b such that ∆2(a, b) 6= 0 for any j = 1, 2, . . . . Then by Theorem
4.1 the equation

T ′(t) + a2π2j2T (t) + bT ([t]) = Fj(t), t > 0, j = 1, 2, · · ·

has 2-periodic solutions T (t) = Tj(t) for any j = 1, 2, . . . .
Let we assume v such that vj = Tj(0). Then the function

u(x, t) =
∞∑
j=1

Tj(t) sin jπx

is solution of the problem (1.1-1.3), where u(x, t) is 2-periodic function with
respect time t.

n-periodic solution. We next solve equation (4.1), where f is periodic with
positive integer period n ≥ 3. It is clear that to seek a function T (·) as a periodic
function, we assume that T (t) = T (t+n). One can see that the solution T (·) has
a form
(4.6)

T (t) =



(e−(ajπ)
2t + P0(t))T (0) + e−(ajπ)

2tΦ(t), t ∈ [0, 1),

(e−(ajπ)
2t +N0(t))T (0) + P1(t)T (1) + e−(ajπ)

2tΦ(t), t ∈ [1, 2),

. . . . . . . . .

e−(ajπ)
2tT (0) +

n−2∑
k=0

Nk(t)T (k) + Pn−1(t)T (n− 1) + e−(ajπ)
2tΦ(t),

t ∈ [n− 1, n]
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The right-hand side of (4.6) contains only unknown numbers T (0), · · · , T (n−
1). Using the periodicity conditions T (·) from (4.6) we have n system of equa-
tions

(4.7)

(E1 − e−(ajπ)
2
)T (0) + T (1) = e−(ajπ)

2
Φ(1)

(E2 − e−2(ajπ)
2
)T (0) + E1T (1) + T (2) = e−2(ajπ)

2
Φ(2)

...
...

...

(En−1 − e−(n−1)(ajπ)
2
T (0) +

n−1∑
k=2

En−kT (k − 1) + T (n− 1)

= e−(n−1)(ajπ)
2
Φ(n− 1)

(1 + En − e−n(ajπ)
2
)T (0) +

n−1∑
k=1

En−kT (k) = e−n(ajπ)
2
Φ(n),

where Ek is defined in (4.5).
We denote by Dn(a, b) the determinant of the equation (4.7). Then, Dn(a, b)

is the determinant of the matrix

Mn(a, b) =


E1 − e−(ajπ)

2
1 0 . . . 0

E2 − e−2(ajπ)
2

E1 1 . . . 0
...

...
... . . .

...
En−1 − e−(n−1)(ajπ)

2
En−2 En−3 . . . 1

1 + En − e−n(ajπ)
2

En−1 En−2 . . . E1

 .

Summarizing these results, we get the following result.

Theorem 4.2. . Let f(·) be n-periodic function.

(i) If ∆n(a, b) 6= 0, then equation (4.1) has a unique n-periodic solution hav-
ing the form (4.6), where (T (0), · · · , T (n − 1)) is the unique solution of
(4.7).

(ii) If ∆n(a, b) = 0 and Φ(1) = · · · = Φ(n) = 0, then equation (4.1) has
infinite number of n-periodic solutions having the form

T (t;α) =



α(e−(ajπ)
2t + P0(t))T (0) + e−(ajπ)

2tΦ(t), t ∈ [0, 1),

α(e−(ajπ)
2t +N0(t))T (0) + αP1(t)T (1) + e−(ajπ)

2tΦ(t), t ∈ [1, 2),
...

...
...

α
(
e−(ajπ)

2tT (0) +
n−2∑
k=0

Nk(t)T (k) + Pn−1(t)T (n− 1)
)

+e−(ajπ)
2tΦ(t), t ∈ [n− 1, n]
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where (T (0), · · · , T (n− 1)) is an eigenvector of Mn(a, b) corresponding to
0, α is any number.

(iii) If ∆n(a, b) = 0 and the rank[Mn(a, b)] < rank[Mn(a, b),ΦT ],Φ = (Φ(1),

· · · ,Φ(n)), then equation (4.1) does not have any n-periodic solution.

Remark 4.1. Let F (x, t) = 0, then Φ(1) = · · · = Φ(n) = 0. Moreover, in this case,
if for any real or complex a and b, ∆n(a, b) = 0 then the function Tj(t) in (3.1)
is n-periodic with Tj(t) = T (t;α), where α from the boundary condition (3.4) is
α = vj.

Example 5. We consider equation (4.1) with b = −a2π2j2 and f(t) = a2π2n2

sin 2πt+ 2π cos 2πt. So, f(t) is n-periodic function. One can see that

Φ(t) =

∫ t

0

e(anπ)
2sf(s)ds = e(anπ)

2t sin 2πt and ∆n(a, b) = 0,

where

Mn(a, b) =


−1 1 0 . . . 0

−eb −1 + eb 1 . . . 0
...

...
... . . .

...
−e(n−2)b −e(n−3)b + e(n−2)b −e(n−4)b + e(n−3)b . . . 1

1− e(n−1)b −e(n−2)b + e(n−1)b −e(n−3)b + e(n−2)b . . . −1 + eb

 .

The eigenvector Tn = (T (0), · · · , T (n − 1)) of Mn(a, b) corresponding to 0 is Tn =

(1, · · · , 1). Moreover, the n-periodic solution T (t, α) of the equation is T (t, α) =

α + sin 2πt.
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