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MAXIMUM PRINCIPLE FOR SINGULAR CONTROL PROBLEMS OF SYSTEMS
DRIVEN BY MARTINGALE MEASURES

Saloua Labed

ABSTRACT. We provide necessary optimality conditions for singular controlled
stochastic differential equations driven by an orthogonal continuous martingale
measure. The control is allowed to enter both the drift and diffusion coefficient
and has two components, the first being relaxed and the second singular, the do-
main of the first control does not need to be convex, and for the relaxing method,
we show by a counter-example that replacing the drift and diffusion coefficients
by their relaxed counterparts does not define a true relaxed control problem. The
maximum principle for these systems is established by means of spike variation
techniques on the relaxed part of the control and a convex perturbation on the
singular one. Our result is a generalization of Peng’s maximum principle to singu-
lar control problems.

1. INTRODUCTION

The purpose of this paper is to study necessary optimality conditions for control
problems of systems satisfying the stochastic differential equation (SDE)

(1.1) dx (t) = b (t, x (t) , u (t)) dt+σ (t, x (t) , u (t)) dB (t)+ c (t) dξ (t) , x(0) = x0
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on some filtered probability space (Ω,F , (Ft)t, P ), where b and σ are deterministic
functions, and ξ is an increasing process, continuous on the left with limits on the
right with ξ0 = 0. (B (t) , t ≥ 0) is a Brownian motion, x0 is the initial state and the
control variable has two components, the first being absolutely continuous and the
second singular, we denote it by u and ξ respectively. Our control problem consists
in minimizing a cost functional of the form

(1.2) J(u, ξ) = E

[∫ T

0

h (t, x (t) , u (t)) dt+ g(x (T )) +

∫ T

0

R (t) dξ (t)

]
,

over the class U1×U2 of admissible controls, that is adapted processes, with values
in some compact metric space A, called the action space.

Without convexity condition an optimal control dose not necessarily always exist
in U1, this set is not equipped with a compact topology. The thought is then to
introduce a larger class of control processes, in which the controller chooses at
time t a probability measure denote qt(da) on the control set U1, rather than an
element u ∈ U1. These are called relaxed controls and have a richer topological
structure. The problem now is how we define the relaxed systems associated to
the relaxed control.

At first look, one is tempted as in [5] to replace simple the drift and diffusion
coefficient by the integrals of the drift and diffusion coefficient with respect to the
relaxed control, adopting the same method as in deterministic control, but it will
be shown by a simple counter example that the suggested "relaxed" state equation
is not continuous with respect to the control variable. This implies in particular
that the value functions for the original and relaxed problems are not the same.
In addition, there is no mean to prove maximum principle for this model.

So that the proposed ”relaxed” model in [5] is not a true extension of the origi-
nal control problem. The abecedarian reason is that one has to relax the quadratic
variation, of the stochastic integral part of the state equation, which is a Lebesgue
integral, rather than the stochastic integral itself. Roughly speaking, the idea is
to relax the generator of the process, which is intimately linked to the weak solu-
tions of the relaxed stochastic equation, rather than the equation itself. As it will
be shown, the stochastic equation associated with the relaxed generator will be
governed by a continuous orthogonal martingale measure, rather than a Brown-
ian motion. So, we prove the maximum principle without using approximation as
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in [5]. The methodology that we used to build up our principle result depends on
a double perturbation of the optimal control [2]. The first perturbation is a spike
variation on the relaxed control as in [10,14] and the second one is convex, on the
singular component as in [1, 5, 6]. For the singular part of the control, we apply
the Bensoussan’s method [3] to derive a first order adjoint process, and a varia-
tional inequality which reduces to the computation of a Gâteaux derivative. For
the relaxed part, we use a spike variation method directly on the relaxed optimal
control as in [10]. As it will be shown, the stochastic equation associated with the
relaxed generator will be governed by a continuous orthogonal martingale mea-
sure, rather than a Brownian motion. So, we prove our result with means of spike
variation techniques as in [10], then by using a suitable predictable representa-
tion theorem for martingale measures [13], we derive the variational equation
from the state equation to derive the first and second order adjoint process, which
are linear backward stochastic differential equations driven by an orthogonal mar-
tingale measure as in [10]. Assembling the adjoint processes, and the variational
inequalities, we obtain the stochastic maximum principle.

Our outcome might be viewed as a Peng-type general stochastic maximum prin-
ciple for relaxed controls [14], to singular control problems. This could be viewed
as one of the novelties of this paper.

Our paper is composed as follows. In section 2, first we formulate the relaxed
control problem, then we give definition and few properties of a class of orthogo-
nal martingale measures, finally we derive the SDE associated to the relaxed con-
trol. In section 3, we get a maximum principle of the Pontriagin type for relaxed
controls, to singular control problems , extending the well known Peng stochastic
maximum principle to the class of measure-valued controls, to singular control
problems.

2. PROBLEM FORMULATION

Let (Ω,F , (Ft)t≥0, P ) be a filtered probability space, and A be some compact
metric space, called the action space. We intrigued by optimality necessary condi-
tions for control problems of systems satisfying (1.1) . The cost function over the
time [0, T ] is given by (1.2) . The strict control problem may fail to have an optimal
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solution in the absence of convexity conditions, as shown in the following well
known example, taken from deterministic control theory (see [11]).

Example 1. Minimize the cost function

J(u) =

∫ T

0

xu(t)2dt

over the set U1 of open loop controls, that is, measurable functions u : [0, T ] →
{−1, 1} .

Let xu(t) denote the solution of

dxu (t) = udt, x(0) = 0.

We have infu∈U1 J(u) = 0. Indeed consider the following sequence of controls

un (t) = (−1)k ; if
k

n
≤ t ≤ k + 1

n
, 0 ≤ k ≤ n− 1.

Then clearly |xun(t)| ≤ 1/n and |J(un)| ≤ T/n2 which implies that infu∈U1 J(u) = 0.
There is, still, no control u such that J(u) = 0.

If this had been the case, then for every t, xu (t) = 0. This in turn would imply that
u (t) = 0, which is impossible. The problem is that the sequence (un) has no limit in
the space of strict controls. This limit, if it exists, will be the natural candidate for
optimality.

If we identify un (t) with the Dirac measure δun(t) (da) and set qn(dt, da)

= δun(t)(da)dt, we get a measure on [0, 1] × A. Then (qn (dt, da))n converges weakly
to (1/2) dt[δ−1 + δ1](da).

This suggests that the set U1 of strict controls is too narrow and should be em-
bedded into a wider class with a richer topological structure, for which the control
problem becomes solvable. The idea of relaxed control is to replace the A-valued
process (u (t)) with P (A)-valued process q, where P (A) is the space of probabil-
ity measures equipped with the topology of weak convergence. Then q may be
identified as a random product measure on [0, T ]× A , whose projection on [0, T ]

coincides with Lebesgue measure.
Let V be the set of Radon measures on [0, 1] × A whose projections on [0, 1]

coincide with the Lebesgue measure dt, equipped with the topology of stable con-
vergence of measures. It is clear that every (q (dt, da)) in V may be disintegrated
as q (dt, da) = qt (da) dt, where qt (da) is a transition probability. V is a compact
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metrizable space. Stable convergence is required for bounded measurable func-
tions h(t, a) such that for each fixed t ∈ [0, 1], h(t, .) is continuous, see [8] for
further details.

Now, we give the definition of the relaxed control.

Definition 2.1. A relaxed control is the term q = (Ω,F ,Ft, P, Bt, qt, x (t) , a) such
that

(1) (Ω,F ,Ft, P ) is a filtered probability space satisfying the usual conditions;
(2) (qt) is an P (A)-valued process, progressively measurable with respect to (Ft),

and such for that for each t, 1(0,1].q is Ft-measurable.
(3) (x (t)) is Rd-valued, Ft-adapted, with continuous paths, such that x(0) = x0

and

(2.1) f(x (t))− f(x0)−
∫ t

0

∫
A

Lf (s, x (s) , a) qs(w, da)ds

is a P -martingale, for each f ∈ C2
b (Rd,R).

We denote by R the collection of all relaxed controls, and by a slight abuse of
notation, we will often denote a relaxed control by q instead of specifying all the
components.

Remark 2.1. The set U1 of strict controls is embedded into the set R of relaxed
controls by the mapping

Ψ : u ∈ U1→Ψ(u) (dt, da) = dtδu(t) (da) ∈ R,

where δu is the Dirac measure at a single point u.

Let us come back to the precedent example. We have, if we identify un (t) with
the Dirac measure dtδun (da), then it is not difficult to prove that the sequence
of product measures (dtδun (da))n converges weakly to (1/2) dt [δ−1 + δ1] (da), see
[11] Lemma 1.1, page 20.

Let us define the relaxed model by

dxq (t) = x(0) +

∫ t

0

ds

∫
U1

uqt (s, da)

and the associated relaxed cost is given by

J(q) =

∫ 1

0

[xq(t)]2 dt.
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Then it is clear that the strict control problem is generalized by the relaxed prob-
lem, by taking measures q of the form

q (dt, du) = dtδut (du) .

Moreover if
q̂ (dt, du) =

1

2
dt [δ−1 + δ1] (du) ,

then we have J(q̂) = 0 and q̂ as an optimal relaxed control. Moreover since
inf
q∈R

J(q) = 0, then the value functions of the strict and relaxed control problems

are the same.

2.1. SDE associated to the relaxed control.
The question asked here is, what is the natural SDE associated to the relaxed

control?
As we have see in the precedent example that in the deterministic case or in

the stochastic case where only the drift is controlled, one has just to replace in
(1.1) the drift by the same drift integrated against the relaxed control. But the
difference here is that both the drift and diffusion coefficient are controlled. Let
us try a direct relaxation of the original equation (1.1) as in [5]:

[c]ldx (t) =

∫
A

b(t, x(t), a)qt(da)dt+

∫
A

σ(t, x(t), a)qt(da)dB (t) + c (t) dξ (t)

x (0) = x0

this model does not fulfill the requirements of a true relaxed model, as it will be
shown in the next example.

Example 2. Consider the control problem governed by the following SDE without
singular terms {

[c]ldX (t) = utdB (t)

X (0) = x
,

where the control u ∈ U1, the set of measurable functions u : [0, 1] → A = [−1, 1].
The relaxed model will be governed by the equation

[c]ldX (t) =

∫
A

aqt (da) dB (t)

X (0) = x.
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Consider the following sequence of controls

un (t) = (−1)k ; if
k

n
≤ t ≤ k + 1

n
, 0 ≤ k ≤ n− 1,

dtδun (da) be the relaxed control associated to un (t), then the sequence (dtδun (da))

converges weakly to (1/2) dt [δ−1 + δ1] (da).
It is clear that Xn (t) =

∫ t

0
un (s) dB (s) =

∫ t

0

[∫
A
aδun(s) (da)

]
dB (s) is a continuous

martingale with quadratic variation ⟨Xn, Xn⟩t =
∫ t

0
u2n (s) ds = t. Therefore (Xn (t))

is a Brownian motion.
Since the sequence (dtδun (da)) converges weakly to q∗ = (1/2) dt [δ−1 + δ1] (da).

Let X∗ be the relaxed state process corresponding to the limit q∗, then

X∗ (t) =

∫ t

0

∫
A

a (1/2) [δ−1 + δ1] (da) dB (s) = 0.

It is obvious that the sequence of state processes (Xn (t)) can not converge in L2 to
X∗ (t). Indeed

E
[
|Xn (t)−X∗ (t)|2

]
= E

[
|Xn (t)|2

]
= E

[∣∣∣∣∫ t

0

un (s) dB (s)

∣∣∣∣2
]

= E

[∫ t

0

u2n (s) ds

]
= t.

This implies in particular that the state process is not continuous in the control
variable and as a byproduct, the value functions of the strict and "relaxed" control
problems are not equal. Moreover, even if the set V is compact, there is no mean
to prove the existence of an optimal control for this model.

What is the right relaxed state process?

The reason why the proposed model in [5] is not a true extension of the original
strict control problem, is that the stochastic integral part does not behave as a
Lebesgue integral. In fact, one should relax the drift and the quadratic variation
of the martingale part, which is a Lebesgue integral. In the relaxed model, the
quadratic variation process must be

(2.2)
∫ t

0

∫
A

σσ∗ (s, x (s) , a) qs (da) ds,

which is more natural than relaxing the stochastic integral itself. Now, one has
to look for a square integrable martingale whose quadratic variation is given by
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(2.2) which is equivalent to the search of an object which is a martingale whose
quadratic variation is dtqt (da). This object is precisely a continuous orthogonal
martingale measure, whose covariance measure is dtqt (da). This is equivalent to
the relaxation of the infinitesimal generator associated to the state process (2.1).

2.2. Martingale measures.

Let us give the precise definition of a martingale measure introduced by Walsh
[15], see also [9,11,12] for more details.

Definition 2.2. Let (Ω,F , (Ft)t≥0, P ) be a filtered probability space and (E, E) a
Lusin space. Then, {Mt (A) , t ≧ 0, A ∈ E} is an Ft−martingale measure if and only
if:

1) M0 = 0, ∀A ∈ E ;
2) {Mt (A) , t ≧ 0} is an Ft-martingale, ∀A ∈ E ;
3) ∀t > 0,Mt(.) is a L2-valued σ-finite measure in the following sense: there

exists a non-decreasing sequence {En} of E with ∪nEn = E such that
a) for every t > 0, sup

A∈En
E
[
M (A, t)2

]
<∞, En = B (En);

b) for every t > 0, E
[
M (Aj, t)

2] → 0 for all sequence Aj of En decreasing
to ∅.

For A,B ∈ E , there exists a unique predictable process ⟨M(A),M(B)⟩t, such
that

M(A, t)M(B, t)− ⟨M(A),M(B)⟩t is a martingale.

Remark 2.2.

(1) A martingale measure M is called orthogonal if M(A, t).M(B, t) is a martin-
gale for A,B ∈ E , A ∩B = ∅.

(2) If M is an orthogonal martingale measure, one can prove the existence of
random σ-finite positive measure υ(ds, dx) on R × E, Ft−predictable, such
that for each A of A the process (υ ((0, t]× A))t is predictable and satisfies

∀A ∈ E ,∀t > 0, υ ((0, t]× A) = ⟨M(A)⟩t P − a.s.

υ can be decomposed as follows υ(dt, da) = qt(da)dkt, where kt is a ran-
dom predictable increasing process and (qt(da))t≥0 is a predictable family of
random σ−finite measure.
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We refer to [9, 12, 15] for more details and a complete construction of the sto-
chastic integral with respect to orthogonal martingale measures.

Predictable representation for orthogonal martingale measures

Let us denote the set of square-integrable martingales over (Ω,F , (Ft) , P ) by
M2.

Proposition 2.1. Let N be in M2. Then there exist a unique square integrable pre-
dictable process n such that

Nt = N0 +

∫ t

0

∫
E

n(a, s)M(da, ds) + L (t) ,

where L is an L2−martingale with
〈
L,
∫ .

0

∫
E
b(a, s)M(da, ds)

〉
= 0 for every pre-

dictable b.

Proof. See [13] □

2.3. SDE corresponding to the relaxed martingale problem.
Now, what is the SDE corresponding to the relaxed martingale problem (2.1)?

We begin by the following example without singular control.

Example 3. Let A = {a1, a2, ..., an}, then every relaxed control dtqt (da) will be a
convex combination of the Dirac measures dtqt (da) =

∑n
i=1 αi(t)δai (da) dt, where

for each i, αi(t) is a real-valued process such that 0 ≤ αi(t) ≤ 1 and
∑n

i=1 αi(t) = 1.
It is shown that the solution of the (relaxed) martingale problem (2.1) is the law of
the solution of the following SDE (see [9])

(2.3) dx(t) =
d∑

i=1

b(t, x(t), ui(t))αi(t)dt+
d∑

i=1

σ(t, x(t), ui(t))αi(t)
1/2dBi (t) ,

x(0) = x0, where the Bi’s are d-dimensional Brownian motions on an extension of
the initial probability space. The process M defined by

M (A× [0, t]) =
d∑

i=1

∫ t

0

αi(s)
1/2δui(s)(A)dB

i (s) ,

is in fact a strongly orthogonal continuous martingale measure (see [9, 15]) with

intensity qt(da)dt =
n∑

i=1

αi(t)δui(t) (da) dt. Thus, the SDE (2.3) can be expressed in
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terms of M and q as follows

(2.4) dx(t) =

∫
A

b(t, x(t), a)qt(da)dt+

∫
A

σ(t, x(t), a)M(da, dt).

The following theorem gives a pathwise representation of the solution of the
martingale problem in terms of strongly orthogonal continuous martingale mea-
sure whose intensity are our relaxed control.

Theorem 2.1.

(1) Let P be the solution of the martingale problem (2.1). Then P is the law of a
d-dimensional adapted and continuous process x defined on an extension of
the space (Ω,F , (Ft)t) and solution of the following SDE starting at x0

(2.5) dx(t) =

∫
A

b(t, x(t), a)qt(da)dt+

∫
A

σ(t, x(t), a)M(da, dt) + c (t) dξ (t) ,

where M =
(
Mk
)d
k=1

is a family of d-strongly orthogonal continuous martin-
gale measures with intensity qt(da)dt.

(2) If the coefficients b and σ are Lipschitz in x, uniformly in t and x0, the SDE
(2.5) has a unique pathwise solution.

Proof.

(1) The proof is based essentially on the same arguments as in [9] Theorem
IV-2 and [7] Prop. 1.10.

(2) The coefficients being Lipschitz continuous, following the same steps as
in [7] and [9], it is not difficult to prove that (2.5) has a unique solution
such that for every p > 0 we have E [|Xt|p] < +∞.

□

Remark 2.3. Note that the orthogonal martingale measure corresponding to the
relaxed control qt(da)dt is not unique.

3. MAXIMUM PRINCIPLE

Let
(
Ω,F , (Ft)t≥0 , P

)
be a probability space equipped with a filtration satisfying

the usual conditions, on which a d−dimensional orthogonal continuous martin-
gale measures (M (A, t)) is defined. We assume that (Ft) is the P−augmentation
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of the natural filtration of (M (A, t)) . Let T be a strictly positive real number and
consider the following sets

- A1 is non-empty subset of Rd and A2 = ([0,∞))m .

- R is the class of relaxed control, q : [0, T ]×A → A1.

- U2 is the class of measurable, adapted processes ξ : [0, T ] ×A → A2 such that
ξ is non decreasing, left-continuous with right limits and ξ0.

Definition 3.1. An admissible control is a Ft-adapted process (q, ξ) ∈ R × U2 such
that

E

[
sup

t∈[0,T ]

|qt (a)|2 + |ξ (T )|2
]
<∞.

For any (q, ξ) ∈ R× U2, the relaxed control problem is now driven by equation

(3.1)


dx (t) =

∫
A

b(t, x(t), a)qt(da)dt+

∫
A

σ(t, x(t), a)M(da, dt) + c (t) dξ (t)

x (0) = x0

,

where
b : [0, T ]× Rd × A1 → Rd

σ : [0, T ]× Rd × A1 → Rd × Rk

c : [0, T ] → Rd × Rk.

The expected cost has the form (see [9])

(3.2) J(q, ξ) = E

[∫ T

0

∫
A

h (t, x(t), a) qt(da)dt+

∫ T

0

R (t) dξ (t) + g(x(T ))

]
,

where
g : Rd → R
h : [0, T ]× Rd × A1 → R
R : [0, T ] → ([0,∞))m .

The control problem is to minimize the functional J (., .) over R× U2. If
(
q̂, ξ̂
)
∈

R× U2 is an optimal solution, that is

J
(
q̂, ξ̂
)
= inf

(q,ξ)∈R×U2

J (q, ξ) .

We may ask, how we can characterize it, in other words what conditions must(
q̂, ξ̂
)

necessarily satisfy?
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To answer this question, we need the following assumptions throughout this
section.

(H1) b, σ, g, h are twice continuously differentiable with respect to x.
(H2) The derivatives bx, bxx, σx, σxx, gx, gxx, hx, hxx are continuous in (q, ξ) and

uniformly bounded. b, σ are bounded by C (1 + |x|+ |q|).
(H3) c and R are continuous and c is bounded.

Under the above hypothesis, for every (q, ξ) ∈ R × U2, equation (3.1) has a
unique strong solution given by

x(q,ξ) (t) = x0 +

∫ t

0

∫
A

b(s, x(q,ξ) (s) , a)qs(da)dt

+

∫ t

0

∫
A

σ(t, x(q,ξ) (s) , a)M(da, ds) +

∫ t

0

c (s) dξ (s) ,

and the cost functional J is well-defined from R× U2 into R.
The purpose of the stochastic maximum principle is to find necessary condition

for optimality satisfied by an optimal control. Suppose that
(
q̂, ξ̂
)

∈ R × U2 is
an optimal control and x̂ (t) denotes the optimal trajectory, that is, the solution of
(3.1) corresponding to

(
q̂, ξ̂
)

. Let us introduces the following perturbation of the

optimal control
(
q̂, ξ̂
)

(3.3)
(
qθt , ξ

θ
)
=

 [c]c
(
δυ, ξ̂ + θ

(
η − ξ̂

))
if t ∈ E(

q̂t, ξ̂ + θ
(
η − ξ̂

))
if t ∈ Ec

,

where E = {r ≤ t ≤ r + θ} , 0 ≤ r < T is fixed and the Ec is otherwise of E, θ > 0

is sufficiently small, and υ is an arbitrary Fr-measurable random variable, η is an
increasing process with η (0) = 0.

Let xθ (t) , x(q
θ,ξ̂) (t) be the trajectories associated respectively with

(
qθ, ξθ

)
,
(
qθ, ξ̂

)
,

and qθ. (A) is the intensity of the orthogonal continuous martingale measures M θ,

we create it of the form

M θ
t (A) =

∫ t

0

∫
A

1[r,r+θ](s)δν(da)dB (s)

+

∫ t

0

∫
A

1[r,r+θ]C (s)M(da, ds).

(3.4)
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Since
(
q̂, ξ̂
)

is optimal, then

J
(
qθ, ξθ

)
− J

(
q̂, ξ̂
)
≥ 0.

and we have

J
(
qθ, ξθ

)
− J

(
q̂, ξ̂
)
= J

(
qθ, ξθ

)
− J

(
qθ, ξ̂

)
+ J

(
qθ, ξ̂

)
− J

(
q̂, ξ̂
)
.

Then we take

(3.5) Jξ = J
(
qθ, ξθ

)
− J

(
qθ, ξ̂

)
,

(3.6) Jq = J
(
qθ, ξ̂

)
− J

(
q̂, ξ̂
)
,

and the variational inequality will be given by

(3.7) lim
θ→0

1

θ
Jξ + lim

θ→0

1

θ
Jq ≥ 0.

For simplicity of notation, we denote

f (t) =

∫
A

f (t, x̂ (t) , a) q̂t (da) ,

f θ (t) =

∫
A

f
(
t, xθ (t) , a

)
qθt (da)

where f stands for one of the functions b, bx, bxx, σ, σx, σxx, h, hx, hxx.
We will proceed by separating the computation of the two limits in (3.7), and

obtain a variational inequality from (3.5) and a variational inequality from (3.6) .

We need the following technical lemma to achieve this goal.

Lemma 3.1. Let

z (t) =

∫ t

0

∫
A

bx(s)z (s) q
θ
s(da)dt

+

∫ t

0

∫
A

σx(s)z (s)M
θ(da, ds) +

∫ t

0

c (s) d
(
η − ξ̂

)
(s)

then, under assumptions (H1-H3), it holds that

(3.8) lim
θ→0

E

∣∣∣∣∣xθ(t)− x(q
θ,ξ̂)(t)

θ
− z(t)

∣∣∣∣∣
2
 = 0.
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Proof. The proof is inspired from [2], Lemma 2, page 994. We have

xθ (t) = x0 +

∫ t

0

∫
A

b(s, xθ (s) , a)qθs(da)ds

+

∫ t

0

∫
A

σ(s, xθ (s) , a)M θ(da, ds) +

∫ t

0

c (s) dξθ (s) ,

x(q
θ,ξ̂) (t) = x0 +

∫ t

0

∫
A

b(s, x(q
θ,ξ̂) (s) , a)qθs(da)ds

+

∫ t

0

∫
A

σ(s, x(q
θ,ξ̂) (s) , a)M θ(da, ds) +

∫ t

0

c (s) dξ̂ (s) ,

under assumption (H1-H3), and the definition (3.3) of qθ, and by using Gronwall’s
and Burkholder-Davis-Gundy’s inequality, we get

(3.9) lim
θ→0

E

[
sup

0≤t≤T

∣∣∣xθ(t)− x(q
θ,ξ̂) (t)

∣∣∣2] = 0,

(3.10) lim
θ→0

E

[
sup

0≤t≤T

∣∣∣x(qθ,ξ̂) (t)− x̂(t)
∣∣∣2] = 0.

(3.11) E
[
|z(t)|2

]
<∞.

Now we take

yθ (t) =
xθ(t)− x(q

θ,ξ̂)(t)

θ
− z(t)

then

dyθ (t)

=
1

θ

(∫
A

[
b(t, xθ (t) , a)− b(s, x(q

θ,ξ̂) (t) , a)
]
qθt (da)dt

)
+

1

θ

(∫
A

[
σ(t, xθ (t) , a)− σ(t, x(q

θ,ξ̂) (t) , a)
]
M θ(da, dt)

)
− θ

(∫
A

bx(t)z (t) q
θ
t (da)dt+

∫
A

σx(t)z (t)M
θ(da, dt)

)

=

∫
A

1∫
0

bx(t, x
(qθ,ξ̂) (t) + λ

[
xθ (t)− x(q

θ,ξ̂) (t)
]
, a)
(
yθ (t) + z (t)

)
dλqθt (da)dt



MP FOR SINGULAR CONTROL PROBLEMS 207

+

∫
A

1∫
0

σx(t, x
(qθ,ξ̂) (t) + λ

[
xθ (t)− x(q

θ,ξ̂) (t)
]
, a)
(
yθ (t) + z (t)

)
dλM θ(da, dt)

−
∫
A

1∫
0

bx(t)z (t) dλq
θ
t (da)dt−

∫
A

1∫
0

σx(t)z (t) dλM
θ(da, dt)

it holds that

E
∣∣yθ (t)∣∣2

≤ 3

t∫
0

E

∫
A

 1∫
0

bx(s, x
(qθ,ξ̂) (s) + λ

[
xθ (s)− x(q

θ,ξ̂) (s)
]
, a)yθ (s) dλqθs(da)ds

2

+ 3

t∫
0

E

∫
A

 1∫
0

σx(s, x
(qθ,ξ̂) (s) + λ

[
xθ (s)− x(q

θ,ξ̂) (s)
]
, a)yθ (s) dλ

2

qθs(da)ds

+ 3E
∣∣ρθ (t)∣∣2

where ρθ is given by

ρθ (t) =

t∫
0

∫
A

1∫
0

[
bx(s, x

(qθ,ξ̂) (s) + λ
[
xθ (s)− x(q

θ,ξ̂) (s)
]
, a)

−bx(s, x̂ (s) , a)] z (s) dλqθs(da)ds

+

t∫
0

∫
A

1∫
0

[
σx(s, x

(qθ,ξ̂) (s) + λ
[
xθ (s)− x(q

θ,ξ̂) (s)
]
, a)

−σx(s, x̂ (s) , a)] z (s) dλM θ(da, ds).

Since bx, σx are bounded, we have

E
∣∣yθ (t)∣∣2 ≤ 6

t∫
0

E
∣∣yθ (t)∣∣2 ds+ 3

∣∣ρθ (t)∣∣2
bx, σx being continuous and bounded. Then using (3.9), (3.10), (3.11) and the
dominated convergence theorem, we get

lim
θ→0

E
∣∣ρθ (t)∣∣2 = 0.



208 Saloua Labed

We conclude by using Gronwall’s lemma. □

Lemma 3.2. We assume (H1-H3), then the following estimate holds

(3.12) E

[
sup

0≤t≤T

∣∣∣x(qθ,ξ̂)(t)− x̂(t)− x1(t)− x2(t)
∣∣∣2] ≤ C(θ)θ2,

where limθ−→0C(θ) = 0 and x1(t), x2(t) are solutions of the SDEs

x1 (t) =

t∫
0

∫
A

[
b(s, x (s) , a)qθs(da)− b(s, x (s) , a)qs(da)

+bx(s, x (s) , a)x1(s)qs(da)] ds

+

t∫
0

∫
A

[
σ(s, x (s) , a)M θ(da, ds)− σ(s, x (s) , a)M(da, ds)

+σx(s, x (s) , a)x1(s)M(da, ds)]

(3.13)

x2(t)

=

t∫
0

∫
A

[(
bx(s, x (s) , a)q

θ
s(da)− bx(s, x (s) , a)qs(da)

)
x1(s)

]
ds

+

t∫
0

∫
A

[
bx(s, x (s) , a)x2(s)qs(da) +

1

2
bxx(s, x (s) , a)qs(da)x1(s)x1(s)

]
ds

+

t∫
0

∫
A

[
σx(s, x (s) , a)x1(s)M

θ(da, ds)− σx(s, x (s) , a)x1(s)M(da, ds)
]

+

t∫
0

∫
A

[
σx(s, x (s) , a)x2(s) +

1

2
σxx(s, x (s) , a)x1(s)x1(s)

]
M(da, ds).

(3.14)

Remark 3.1. Equation (3.13) is called the first-order variational equation. It is the
variational equation in the usual sense. (3.14) is called the second-order variational
equation, without this equation, we cannot derive the variational inequality since σ
depends explicitly on the control variable.
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Proof. (Proof of Lemma 3.3) We put

x̃ (t) = x̂ (t)−
t∫

0

c (s) dξ̂ (s) ,

x̃(q
θ,ξ̂) (t) = x(q

θ,ξ̂) (t)−
t∫

0

c (s) dξ̂ (s) .

It is clear that

x(q
θ,ξ̂)(t)− x̂(t)− x1(t)− x2(t) = x̃(q

θ,ξ̂)(t)− x̃(t)− x1(t)− x2(t).

By using the same argument as in [10], Lemma 2, page 1104, and we have that

(3.15) E

[
sup

0≤t≤T
|x1(t)|2

]
≤ Ckθ,

(3.16) E

[
sup

0≤t≤T
|x2(t)|2

]
≤ Ckθ

2,

where Ck is a constant. Then we have

E

[
sup

0≤t≤T

∣∣∣x̃(qθ,ξ̂)(t)− x̃(t)− x1(t)− x2(t)
∣∣∣2] ≤ C(θ)θ2,

which prove the lemma. □

Lemma 3.3. Under assumptions of Lemma 3.2, we have

lim
θ→0

Jξ
θ

= E [z (t) gx (x̂ (T ))] + E

T∫
0

∫
A

z (t)hx (t) q
θ
t (da)dt

+ E

T∫
0

R (t) d
(
η − ξ̂

)
(t) .

(3.17)

Proof. From (3.5), we have

Jξ
θ

= E

T∫
0

∫
A

1∫
0

(
xθ (t)− x(q

θ,ξ̂) (t)

θ

)
hx

(
t, x(q

θ,ξ̂) (t)

+λ
[
xθ (t)− x(q

θ,ξ̂) (t)
]
, a
)
dλq̂t(da)dt
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+ E

1∫
0

(
xθ (T )− x(q

θ,ξ̂) (T )

θ

)
gx

(
x(q

θ,ξ̂) (T ) + λ
[
xθ (T )− x(q

θ,ξ̂) (T )
]
, a
)
dλ

+ E

T∫
0

R (t) d
(
η − ξ̂

)
(t) .

Since bx and gx are continuous and bounded, then from (3.3), (3.4), (3.10) and by
letting θ going to zero we conclude. □

Lemma 3.4. We assume (H1-H3), then the following estimate holds

Jq ≤ E

∫ T

0

∫
A

(h (t, x̂(t), a) qθ(t)− h (t, x̂(t), a) q(t)) dt


+ E [gx(x̂(T )) (x1(T ) + x2(T ))

+

∫ T

0

∫
A

hx (t, x̂ (t) , a) q(t) (x1(t) + x2(t)) dt


+

1

2
E [gxx(x̂(T ))x1(T )x1(T )

+

∫ T

0

∫
A

hxx (t, x̂(t), a) q(t)x1(t)x1(t)dt

+ o (θ) .

(3.18)

Proof. Under (3.6), we have

Jq ≤ E

∫ T

0

∫
A

(
h
(
t, x(q

θ,ξ̂)(t), a
)
qθt (da)− h (t, x̂(t), a) q̂(t)

)
dt


+ E

[
g(x(q

θ,ξ̂)(T ))− g(x̂(T ))
]
.

By using the estimate (3.14), the result follows by mimicking by the same proof as
in [10], Lemma 3 page 1108. □

3.1. The adjoint processes and the variational inequality.
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In this subsection, we will introduce the first and second order adjoint processes
involved in the stochastic maximum principle and the associated stochastic Hamil-
tonian system. These are obtained from the first and second varaitional equations
(3.13), (3.14) as well as (3.18).

3.1.1. The first order terms. We use the same thing as in [10], we put

(3.19) p1(t) = ψ∗
1(t)Y1(t),

(3.20) Q1(t) =

∫
A

ψ∗
1(t)G1(t, a)qt(da)−

∫
A

σ∗
x(t, x̂(t), a)qt(da))p1(t)

in which
dϕ1(t) =

∫
A

bx(t, x(t), a)ϕ1(t)qt(da)dt+

∫
A

σx(t, x(t), a)ϕ1(t)M(da, dt)

ϕ1(0) = Id

.

Then, ϕ1 is invertible and its inverse ψ1 satisfies
dψ1(t) =

∫
A

[ψ1(t)σx(t, x(t), a)σx(t, x(t), a)− ψ1(t)bx(t, x(t), a)] qt(da)dt

−
∫
A

ψ1(t)σx(t, x(t), a)M(da, dt)

ψ1(0) = Id.

,

and

X1 = ϕ1(T )gx (x̂(T )) +

∫ T

0

ϕ1(s)

∫
A

hx(s, x̂(s), a)q̂s(da)ds

Y1(t) = E (X1/Ft)−
∫ t

0

ϕ1(s)

∫
A

hx(s, x̂(s), a)q̂s(da)ds.

Moreover p1(t), Q1(t) satisfies

E

[
sup

0≤t≤T
|p1(t)|2 + sup

0≤t≤T
|Q1(t)|2

]
<∞,

the process p1 is called the first adjoint process.
Let us now define the Hamiltonian

H (t, x, q, p,Q) =

∫
A

h (t, x, a) q(da) + p

∫
A

b (t, x, a) q(da) +Q

∫
A

σ (t, x, a) q(da),
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so, (3.18) can be rewritten

Jq ≤ E

∫ T

0

∫
A

[
H (t, x̂(t), a, p1(t), Q1(t)) q

θ
t (da)

−H (t, x̂(t), a, p1(t), Q1(t)) qt(da)] dt

+
1

2
E

∫ T

0

∫
A

x1(t)Hxx(x̂(t), a, p1(t), Q1(t))x
∗
1(t)qt(da)dt

+
1

2
E [x1(T )gxx(x̂(T ))x

∗
1(T )] + o (θ) .

(3.21)

Thus, we can rewrite (3.17) as

(3.22) lim
θ→0

Jξ
θ

= E

T∫
0

[R (t) + c (t) p1 (t)] d
(
η − ξ̂

)
(t) .

For more detail see [10].

3.1.2. The second order terms.
The second order estimation concerns the second order derivatives in (3.21). We

do the same thing as in [10], then the right third part in (3.21) become

E [x1(T )gxx(x̂(T ))x
∗
1(T )]

= −E
∫ T

0

∫
A

x1(t)Hxx(t, x̂(t), a)x
∗
1(t)qt(da)dt

+ E

∫ T

0

∫
A

tr
[(
σ(t, x̂(t), a)qθt (da)− σ(t, x̂(t), a)qt(da)

)∗
p2(t)(

σ(t, x̂(t), a)qθt (da)− σ(t, x̂(t), a)qt(da)
)]
dt+ o (θ) ,

(3.23)

where

(3.24) p2(t) = ψ∗
2(t)ζ2(t),

in which

dϕ2(t) =

∫
A

[ϕ2(t)b
∗
x(t, x̂(t), a) + bx(t, x̂(t), a)ϕ2(t)

+σx(t, x̂(t), a)ϕ2(t)σ
∗
x(t, x̂(t), a)] qt(da)dt

+

∫
A

(ϕ2(t)σ
∗
x(t, x̂(t), a) + σx(t, x̂(t), a)ϕ2(t))M(da, dt)

ϕ2(0) = Id,
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where ϕ2 is invertible and its inverse ψ2 satisfies

dψ2(t) =

∫
A

[
(σx(t, x̂(t), a) + σ∗

x(t, x̂(t), a))
2 ψ2(t)− ψ2(t)b

∗
x(t, x̂(t), a)

]
qt(da)dt

−
∫
A

[bx(t, x̂(t), a)ψ2(t) + σx(t, x̂(t), a)ψ2(t)σ
∗
x(t, x̂(t), a)] qt(da)dt

− [ψ2(t)σ
∗
x(t, x̂(t), a) + σx(t, x̂(t), a)ψ2(t)]M (da, dt)

ψ2(0) = Id,

and

X2 = ϕ∗
2(T )gxx (x̂(T )) +

∫ T

0

ϕ∗
2(s)

∫
A

Hxx(s, x̂(s), a)qs(da)ds

ζ2(t) = E (X2/Ft)−
∫ t

0

ϕ∗
2(s)

∫
A

Hxx(s, x̂(s), a)qs(da)ds.

The process p2 is called the second adjoint process.

3.1.3. The adjoint equations.
By applying Ito’s formula to the adjoint processes p1 in (3.19) and p2 in (3.24) ,

we obtain the first and second order adjoint equations, which have the forms

(3.25)


−dp1(t) =

∫
A

[b∗x (t, x̂(t), a) p1(t) + σ∗
x (t, x̂(t), a)Q1(t)

+hx (t, x̂(t), a)] qt(da)dt−
∫
A

Q1(t)M(da, dt)− ψ∗
1(t)dL (t)

p1(T ) = gx (x̂(T )) .

with values in Rd, where L is an L2−martingale with
〈
L,
∫ .

0

∫
E
b(a, s)M(da, ds)

〉
=

0 for every predictable b, Q1 is given by (3.20) with values in Rd×k. The adjoint
equation that p1(.) satisfied is a linear backward stochastic differential equation.
This BSDE has a unique adapted solution.

Next, p2 is a matrix valued and satisfies

−dp2(t) =
∫
A

[b∗x (t, x̂(t), a) p2(t) + p2(t)bx (t, x̂(t), a)

+σ∗
x (t, x(t), a)Q2(t)] qt(da)dt

+

∫
A

[σ∗
x (t, x̂(t), a) p2(t)σx (t, x̂(t), a)

+Hxx (x̂(t), a, p1(t), Q1(t))] qt(da)dt

(3.26)
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+

∫
A

Q2(t)σx (t, x(t), a) qt(da)dt

−
∫
A

Q2(t)M(da, dt)− ψ∗
2(t)dL

′ (t)

p2(T ) = gxx (x̂(T )) ,

where L′ is an L2−martingale with
〈
L′,
∫ .

0

∫
E
b(a, s)M(da, ds)

〉
= 0 for every pre-

dictable b, and Q2 is given by

(3.27) Q2(t) =

∫
A

[ψ∗
2(t)G2(t, a)− p2(t)σx (t, x̂(t), a) + σ∗

x(t, x̂(t), a)p2(t)] qt(da).

Note that p2(.) is also a backward stochastic differential equation with matrix-
valued unknowns. This BSDE have a unique adapted solution.

Remark 3.2. Hxx (x̂(t), qt, p(t), Q(t)) is the second derivative of the Hamiltonian H

at x and it is given by Hxx (x̂(t), qt, p(t), Q(t)) = hxx (t, x̂(t), qt)+p(t)bxx (t, x̂(t), qt)+

Q(t)σxx (t, x̂(t), qt) .

3.2. Main result.
We are ready now to state the main result of this paper.

Theorem 3.1. (The stochastic maximum principle) Let
(
q̂, ξ̂
)

be an optimal control
minimizing the cost J over R×U2 and x̂ denotes the corresponding optimal trajectory.
Then there are two unique couples of adapted processes (p1, Q1) and (p2, Q2) which
are respectively solutions of the backward stochastic differential equations (3.25) and
(3.26) such that

0 ≤ H (t, x̂(t), ν, p1(t), Q1(t))−H (t, x̂(t), qt, p1(t), Q1(t))

+
1

2
tr [(σ(t, x̂(t), ν)− σ(t, x̂(t), qt))

∗ p2(t) (σ(t, x̂(t), ν)− σ(t, x̂(t), qt))] ,
(3.28)

υ is an arbitrary Fr-measurable random variable with values in U1, such that

sup
w∈Ω

|υ(w)| <∞,
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P
{
∀t ∈ [0, T ] ,∀i,

[
Ri (t) + ci (t) p1 (t)

]
≥ 0
}
= 1,

P

{
k∑

i=1

1{Ri(t)+ci(t)p1(t)≥0}dξ̂ (t) = 0

}
= 1.

(3.29)

Proof. From (3.7) , (3.21), (3.22) and (3.23), we have for every F−measurable ran-
dom variable ν, and every increasing process η with η0 = 0,

Jq ≤ E

∫ T

0

∫
A

[
H (t, x̂(t), a, p1(t), Q1(t)) q

θ
t (da)

−H (t, x̂(t), a, p1(t), Q1(t)) qt(da)] dt+ ◦ (θ)

+
1

2
E

∫ T

0

∫
A

tr
[(
σθ(t, x̂(t), a)qθt (da)− σ(t, x̂(t), a)qt(da)

)∗
p2(t)(

σθ(t, x̂(t), a)qθt (da)− σ(t, x̂(t), a)qt(da)
)]
dt.

This equation is the variational inequation of the second order.
We use the definition of qθ, the last variational inequality becomes

1

θ
Jq ≤

1

θ
E

∫ r+θ

r

[H (t, x̂(t), ν, p1(t), Q1(t))−H (t, x̂(t), qt, p1(t), Q1(t))] dt+ o (θ)

+
1

2θ
E

∫ r+θ

r

tr [(σ(t, x̂(t), ν)− σ (t, x̂(t), qt))
∗ p2(t) (σ(t, x̂(t), ν)− σ(t, x̂(t), qt))] dt.

Then, the desired result follows by letting θ going to zero.
If we put η (t) = ξ (t) we obtain (3.28). □

Remark 3.3. It we suppose that c = R = 0, then we recover to our work which
generalised the Peng’s maximum principle see [10].
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