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A NUMERICAL STUDY OF 2D-LANE-EMDEN PROBLEM USING
2D-BOUBAKER POLYNOMIALS

Abdelkrim Bencheikh

ABSTRACT. The paper presents a numerical solution for the two-dimensional Lane-
Emden problem using two-dimensional Boubaker polynomials. The method in-
volves utilizing the operational matrix of differentiation and collocation method
to convert the problem into a system of algebraic equations. The proposed ap-
proach, based on two-dimensional Boubaker polynomials operational matrices, is
shown to be straightforward and effective. The validity and applicability of the
method are demonstrated through illustrative examples.

1. INTRODUCTION

The Lane-Emden equations have been widely employed in mathematical physics
and astronomy to describe various phenomena, particularly in the theory of stellar
structure [1, 9–11, 14]. However, the conventional one-dimensional Lane-Emden
equations encounter a significant challenge due to the singular behavior occurring
at the origin x = 0. To address this limitation, this paper focuses on introducing
a novel approach by considering the linear and non-linear two-dimensional Lane-
Emden type equations. These equations were first introduced by Wazwaz, Rach
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and Duan in [9], as follows:

∂2u(x, y)
∂x2 + kx

x

∂u(x, y)
∂x

+ ∂2u(x, y)
∂y2 + ky

y

∂u(x, y)
∂y

+ f(u(x, y)) = 0,(1.1)

subject to the initial conditions

u(0, y) = h(y), ∂u(0, y)
∂x

= 0, u(x, 0) = h(x), ∂u(x, 0)
∂y

= 0,(1.2)

where x > 0, y > 0, kx > 0, ky > 0.
By extending the problem to two dimensions, we aim to explore a more com-

prehensive and effective solution that overcomes the singularities present in the
one-dimensional counterpart. In this work, we propose a numerical solution uti-
lizing the two-dimensional Boubaker polynomials, combined with operational ma-
trix of differentiation and collocation method, to transform the considered two-
dimensional Lane-Emden problem into a system of algebraic equations. This inno-
vative method based on the Boubaker polynomials operational matrices promises
simplicity and attractiveness in tackling the challenges posed by the 2D-Lane-
Emden problem. Throughout the paper, we present illustrative examples to show-
case the validity and applicability of our proposed approach, opening new possi-
bilities for modeling diverse phenomena in mathematical physics and beyond.

The problem (1.1) involving the two-dimensional Lane-Emden type equations
has been previously investigated using various numerical methods, such as the
Adomian decomposition method [8], reduced differential transform method, and
modified differential transform method [6]. However, in this paper, we propose
a different approach to tackle the problem. Our objective is to employ the two-
dimensional Boubaker operational matrix of derivatives for solving singular initial
value problems associated with the two-dimensional Lane-Emden type equations
(1.1). By leveraging the operational matrix of derivatives, we aim to overcome
the challenges posed by the singular behavior at specific initial values. This novel
method holds promise in providing more accurate and efficient solutions for the
two-dimensional Lane-Emden type equations, contributing to the advancement of
mathematical physics and its applications in diverse fields. Throughout the paper,
we present illustrative examples to demonstrate the effectiveness and applicability
of our proposed approach, showcasing its potential to handle singularities and
improve the accuracy of numerical solutions.
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The Boubaker polynomials were established for the first time by Boubaker (2007),
to solve heat equation inside a physical model. The first monomial definition of
the Boubaker polynomials with two variables on interval Ω = [0, 1] × [0, 1], was
introduced by [2–5]:

Bi,j(x, y) = Bi(x)Bj(y), Bi(x) =
ξ(i)∑
p=0

[ (i − 4p)
(i − p) Cp

i−p](−1)pxi−2p,(1.3)

where ξ(i) = ⌊ i
2⌋ is denotes the floor function.

The space L2(Ω) denotes an inner product space that the inner product in this
space is defined as follows ⟨u(x, y), v(x, y)⟩ =

∫ 1
0

∫ 1
0 u(x, y)v(x, y)dxdy and the norm

in this space is defined as

∥u(x, y)∥2 =
(∫ 1

0

∫ 1

0
u(x, y)2dxdy

) 1
2

.

Assume that {B00(x, y), B01(x, y), . . . , B0m(x, y), . . . , Bn0(x, y), Bn1(x, y), . . . ,

Bnm(x, y)} be the set of two-dimensional Boubaker polynomials and let

S = span {B00(x, y), B01(x, y), . . . , B0m(x, y), . . . , Bn0(x, y), Bn1(x, y), . . . , Bnm(x, y)} .

Suppose that u(x, y) be an arbitrary function in L2(Ω) . Because S is a finite
dimensional vector space, the best approximation of u(x, y) out of S exists, that is

(1.4) ∃unm(x, y) ∈ S, ∀v(x, y) ∈ S, ∥u(x, y) − unm(x, y)∥2 ≤ ∥u(x, y) − v(x, y)∥2 .

Since unm(x, y) ∈ S, there are unique coefficients such that

u(x, y) ≃ unm(x, y) =
n∑

i=0

m∑
j=0

uijBij(x, y) = UT B(x, y),(1.5)

where UT = [u00, u01, . . . , u0m, u10, u11, . . . , u1m, . . . , un0, un1, . . . , unm] , and

B(x, y) = [B00(x, y), B01(x, y), . . . , B0m(x, y), . . . , Bn0(x, y),

Bn1(x, y), . . . , Bnm(x, y)]T .

Supposing that En,m =
∫ 1

0
∫ 1

0 (u(x, y) − un,m(x, y))2dxdy then limn,m→∞ En,m = 0.
We will construct operational matrix of derivatives Dx and Dy for the 2D-BPs

are given

(1.6)
∂B(x, y)

∂x
= DxB(x, y), ∂B(x, y)

∂y
= DyB(x, y)
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the matrice Dx and Dy are of order (n+1)2(m+1)2. In order to show the high per-
formance of 2D-BPs operational matrix of derivative, we apply it to solve equation
(1.1).

The paper is organized as follows. In Section (2), we express two-dimensional
Boubaker polynomials in terms of Taylor basis, and operational matrix of deriva-
tives is constructed. In Section(3), we use two-dimensional Boubaker polynomials
method for solving two-dimensional Lane-Emden type equations. Section(4) il-
lustrates some numerical examples to show the accuracy of this method. Finally,
Section (5) concludes the paper.

2. 2D-BPS OPERATIONAL MATRIX OF DIFFERENTIATION

In the following, we calculate the operational matrices of differentiation based
on 2D-BPs. Suppose that B(x, y) be a set of 2D-BPs defined in Equation (1). Also,
I and O be the identity and zero matrices respectively, and ⊗ denote the Kronecker
product as follows B(x, y) = ATnm(x, y) = (M ⊗ M)Tnm(x, y), where

(2.1) Tnm(x, y) = [1, y, y2, . . . , ym, x, xy, . . . , xym, . . . , xn, xny, . . . , xnym]T ,

and if n is odd,

M =



m0,0 0 0 0 · · · 0 0
0 m1,0 0 0 · · · 0 0

m2,1 0 m2,0 0 · · · 0 0
...

...
...

... . . . ...
...

mn−1, n−1
2

0 mn−1, n−3
2

0 · · · mn−1,0 0
0 mn, n−1

2
0 mn, n−3

2
· · · 0 mn,0


if n is even,

M =



m0,0 0 0 0 · · · 0 0
0 m1,0 0 0 · · · 0 0

m2,1 0 m2,0 0 · · · 0 0
...

...
...

... . . . ...
...

0 mn−1, n−2
2

0 mn−1, n−4
2

· · · mn−1,0 0
mN, n

2
0 mn, n−2

2
0 · · · 0 mn,0


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where

Bi(x) =
ξ(n)∑
p=0

mi,pxi−2p, i = 0, 1, . . . , n, p = 0, 1, . . . , ⌊ i

2⌋,

mi,p = [(i − 4p)
(i − p) Cp

i−p](−1)p.

It can be observed, that M is a lower triangular matrix, and |M| = Πn
i=0mi,0 = 1

thus it is non-singular and the inverse M−1 exists.

Theorem 2.1. Let B(x, y) be the Boubaker polynomials in two variables into [0, 1] ×
[0, 1], then we have,

(2.2)
∂B(x, y)

∂x
= DxB(x, y), ∂B(x, y)

∂y
= DyB(x, y),

where

(2.3) Dx = (MFM−1) ⊗ I, Dy = I ⊗ (MFM−1),

and

F =



0 0 · · · · · · 0
1 0 . . . ...

0 2 . . . . . . ...
... . . . . . . 0 0
0 · · · 0 n 0


.

Proof. Differentiation of vector B(x, y) defined in Equation (1) respect to x and y,
is approximated as

∂B(x, y)
∂x

= ∂B(x)
∂x

⊗ B(y) ≃ (MFM−1B(x)) ⊗ (IB(y))

= (
(
MFM−1

)
⊗ I)(B(x) ⊗ B(y))

= DxB(x, y)

and
∂B(x, y)

∂y
= B(x) ⊗ ∂B(y)

∂y
≃ (IB(x)) ⊗ (MFM−1B(y))

= (I ⊗
(
MFM−1

)
)(B(x) ⊗ B(y))

= DyB(x, y),
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where, Dx = (MFM−1) ⊗ I and Dy = I ⊗ (MFM−1) are (n + 1)2 × (m + 1)2

matrices. Also, 2D-BPs operational matrix of differentiation. □

3. SOLUTION OF 2D-LANE-EMDEN TYPE EQUATIONS

This section presents the derivation of the method for solving a singular initial
value problems of 2D-Lane-Emden type equations.

Let us consider the 2D-Lane-Emden equation of the form [6,8]

∂2u(x, y)
∂x2 + kx

x

∂u(x, y)
∂x

+ ∂2u(x, y)
∂y2 + ky

y

∂u(x, y)
∂y

+ f(u(x, y)) = 0,(3.1)

subject to the following initial conditions

(3.2) u(0, y) = h(y), ∂u(0, y)
∂x

= 0, u(x, 0) = h(x), ∂u(x, 0)
∂y

= 0.

Approximating u(x, t), f(u(x, y)) by the 2D-BPs as

u(x, y) =
n∑

i=0

m∑
i=0

cijBij (x, y) = UT B (x, y) ,

f (u (x, y)) = f
(
UT B (x, y)

)
= HT B (x, y) ,

where the unknowns are

UT = [u00, u01, . . . , u0n, u10, u11, . . . , u1m, . . . , un0, un1, . . . , unm].

Using operational matrix of derivative, Eq. (2.2)can be written as

UT D2
xB (x, y) + kx

x
UT DxB (x, y) + UT D2

yB (x, y)

+ ky

y
UT DyB (x, y) + HT B (x, y) = 0.

(3.3)

Collocating Eq.(3.3) at (n − 1)(m − 1) collocation points leads to

UT D2
xB (xi, yj) + kx

xi

UT DxB(xi, yj) + UT D2
yB (xi, yj)

+ ky

yj

UT DyB (xi, yj) + HT B (xi, yj) = 0.

(3.4)

We select the collocation nodes as Newton-Cotes points

(3.5) xi = 2i − 1
2(n + 1) , i = 1, . . . , (n + 1), yj = 2j − 1

2(m + 1) , j = 1, . . . , (m + 1)
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In addition, the initial conditions (3.2) provide two algebraic equations

(3.6) UT B (0, yj) = h (yj) , UT DxB (0, yj) = 0,

UT B (xi, 0) = h (xi) , UT DyB (xi, 0) = 0.

Finally, we can compute the values for the components of U by solving the system
of Eq. (3.4) and Eq. (3.6). Hence, the approximate solution for u(x, y) can be
computed by using Eq. (1.5).

4. APPLICATIONS

In this section, we illustrate the presented method by giving some examples.
The results are compared with the exact solutions by calculating the following
absolute error

e(s, t) = |u(x, t) − un,m(x, y)|, x, y ∈ [0, 1],

where,u(x, y) denotes the exact solution of the given examples, and un,m(x, y) is
the approximate solution by the presented method.

Example 1. We consider the following 2D-linear Lane-Emden type equation [6,8]

(4.1)
∂2u (x, y)

∂x2 + 1
x

∂u (x, y)
∂x

+ ∂2u (x, y)
∂y2 + 1

y

∂u (x, y)
∂y

− 4
(
x2 + y2

)
= 0,

subject to the following initial conditions

(4.2) u(0, y) = 1,
∂u (0, y)

∂x
= 0, u(x, 0) = 1,

∂u (x, 0)
∂y

= 0.

The exact solution of Equation (4.1) is u(x, y) = 1 + x2y2.
Let n = m = 2. By applying the technique described in Section (3) for Equation

(4.1), we get:

(4.3) u2,2(x, y) =
2∑

i=0

2∑
j=0

uijBij (x, y) = UT B (x, y) ,

where
UT = [u00, u10, u20, u01, u11, u20, u02, u12, u22] ,

B(x, y) = [1, y, y2 + 2, x, xy, xy2 + 2x, x2 + 2, yx2 + 2y, x2y2 + 2x2 + 2y2 + 4]T ,
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and

Dx =



0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 2 0 0 0



, Dy =



0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 2 0



,

HT = [16, 0, −4, 0, 0, 0, −4, 0, 0].

By solving the linear system (3.4), we get

UT = [5, 0, −2, 0, 0, 0, −2, 0, 1],

then

u2,2 (x, y) = UTB(x, y) = 1 + x2y2,

which is the exact solution of Equation (4.1). The absolute errors e(x, y) for n = m =
3 and n = m = 4 reported at some selected points in Table (1)

TABLE 1. Result for Example (1)

(x, y) e(x, y)
for n = m = 3

e(x, y)
for n = m = 4

(0.1, 0.1) 6. 627 6e−5 1. 417 7e−7
(0.2, 0.2) 2. 6512e−5 5. 670 8e−7
(0.3, 0.3) 5. 964 8e−5 1. 275 9e−6
(0.4, 0.4) 1. 060 4e−4 2. 268 3e−6
(0.5, 0.5) 1. 656 9e−4 3. 544 3e−6
(0.6, 0.6) 2. 385 9e−5 5. 103 7e−7
(0.7, 0.7) 3. 247 5e−4 6. 946 7e−6
(0.8, 0.8) 4. 241 7e−4 9. 073 3e−6
(0.9, 0.9) 5. 368 4e−5 1. 148 3e−6
(1.0, 1.0) 6. 627 6e−4 1. 417 7e−5
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FIGURE 1. Graph of exact and approximate solution for n = m = 3
and n = m = 4 .

We consider the following 2D-non linear Lane-Emden problem [6,8]

(4.4)
∂2u (x, y)

∂x2 + 3
x

∂u (x, y)
∂x

+ ∂2u (x, y)
∂y2 + 3

y

∂u (x, y)
∂y

− 7u−1 (x, y) = 0,

subject to the following initial conditions

(4.5) u(0, y) = y,
∂u (0, y)

∂x
= 0, u(x, 0) = x,

∂u (x, 0)
∂y

= 0.

The exact solution is u(x, y) =
√

x2 + y2. Let n = m = 3 we get

Dx =


I4×4 O4×4 O4×4 O4×4

I4×4 O4×4 O4×4 O4×4

O4×4 2I4×4 O4×4 O4×4

−5I4×4 O4×4 3I4×4 O4×4


16×16

,

Dy =


T4×4 O4×4 O4×4 O4×4

O4×4 T4×4 O4×4 O4×4

O4×4 O4×4 T4×4 O4×4

O4×4 O4×4 O4×4 T4×4


16×16

,
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where

T4×4 =


1 0 0 0
1 0 0 0
0 2 0 0

−5 0 3 0

 , O4×4 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 .

The absolute errors e(s, t) for n = m = 3, n = m = 5 reported in Table (2).

TABLE 2. Result for Example(2)

(x, y) e(x, y)
for n = m = 3

e(x, y)
for n = m = 5

(0.1, 0.1) 2. 328 6e−3 1. 547 4e−5
(0.2, 0.2) 4. 657 2e−3 3. 094 8e−5
(0.3, 0.3) 6. 985 8e−3 4. 642 2e−5
(0.4, 0.4) 9. 314 4e−3 6. 189 6e−5
(0.5, 0.5) 1. 164 3e−2 7. 7371e−5
(0.6, 0.6) 1. 397 2e−2 9. 284 4e−5
(0.7, 0.7) 1.6 300e−2 1. 083 2e−4
(0.8, 0.8) 1. 862 9e−2 1. 237 9e−4
(0.9, 0.9) 2. 095 7e−2 1. 392 7e−4
(1.0, 1.0) 2. 328 6e−2 1. 547 4e−4

FIGURE 2. Graph of exact and approximate solution for n = m = 3
and n = m = 5 .
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We consider the following 2D-linear Lane-Emden problem

(4.6)
∂2u (x, y)

∂x2 + 2
x

∂u (x, y)
∂x

+ ∂2u (x, y)
∂y2 + 2

y

∂u (x, y)
∂y

− 6(2 + x2 + y2) = 0,

subject to the following initial conditions

(4.7) u(0, y) = 1 + y2,
∂u (0, y)

∂x
= 0, u(x, 0) = 1 + x2,

∂u (x, 0)
∂y

= 0.

The exact solution is u(x, y) = 1 + x2 + y2 + x2y2. Table (3) shows the absolute error
between the approximate solution obtained for n = m = 5 and n = m = 10.

TABLE 3. Result for Example (3)

(x, y) e(x, y)
for n = m = 5

e(x, y)
for n = m = 10

(0.1, 0.1) 2. 044 3e−17 2. 740 6e−23
(0.2, 0.2) 8. 177 3e−17 2. 740 6e−23
(0.3, 0.3) 1. 839 9e−16 6. 166 3e−23
(0.4, 0.4) 3. 270 9e−16 1. 096 2e−22
(0.5, 0.5) 5. 110 8e−16 1. 712 9e−22
(0.6, 0.6) 7. 359 6e−17 2. 466 5e−23
(0.7, 0.7) 1. 001 7e−15 3. 357 2e−22
(0.8, 0.8) 1. 308 4e−15 4. 384 9e−22
(0.9, 0.9) 1. 655 9e−15 5. 549 6e−22
(1.0, 1.0) 2. 044 3e−15 6. 851 4e−22

Example 4. We consider the following 2D-non linear Lane-Emden problem [6,8]

∂2u (x, y)
∂x2 +4

x

∂u (x, y)
∂x

+∂2u (x, y)
∂y2 +4

y

∂u (x, y)
∂y

−
(
5 + 4x2y2

) (
x2 + y2

)
u−3 (x, y) = 0,

subject to the following initial conditions

u(0, y) = 1,
∂u (0, y)

∂x
= 0, u(x, 0) = 1,

∂u (x, 0)
∂y

= 0.

The exact solution is u(x, y) =
√

1 + x2y2. Approximate , exact solutions and the
absolute error e(s, t) for n = m = 4, n = m = 6 reported in Table (4).
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TABLE 4. Result for Example (4)

(x, y) Present method with
n = 4, n = 6,

Exact
solution

(0.1, 0.1) 1. 000 10 1.00012 1.000049
(0.2, 0.2) 1.00027 1.00081 1.000799
(0.3, 0.3) 1. 0050 3 1.00403 1.004041
(0.4, 0.4) 1.0180 2 1.01262 1.012719
(0.5, 0.5) 1. 0316 9 1.03084 1.030776
(0.6, 0.6) 1. 0660 4 1.06253 1.062826
(0.7, 0.7) 1. 111 00 1.11357 1.113597
(0.8, 0.8) 1. 1868 6 1.18702 1.187265
(0.9, 0.9) 1. 283 41 1.28639 1.286895
(1.0, 1.0) 1. 415 62 1.41415 1.414213

e (x, y)
for n = 4

e (x, y)
for n = 6

5. 11e−5 7.32e−5
5. 29e−4 1. 87e−5
9. 89e−4 6. 30e−6
5. 31e−3 9. 30e−5
9. 14e−4 6. 83e−5
3. 21e−3 2. 92e−4
2. 59e−3 1. 71e−5
4. 05e−4 2. 45e−4
3. 48e−3 5. 01e−4
1. 41e−3 6.11e−5

5. CONCLUSIONS

In this study, we successfully derived operational matrices of derivatives based
on Two-dimensional Boubaker polynomials. Leveraging these matrices, we ef-
ficiently transformed the singular Two-dimensional Lane-Emden type equations
into a system of algebraic equations. This transformation allowed us to devise a
simple and effective numerical solution for the problem at hand. Through a nu-
merical example, we demonstrated the validity and applicability of our proposed
method, showcasing its capability to handle singularities and deliver accurate re-
sults. In conclusion, the introduced method based on Two-dimensional Boubaker
polynomials operational matrices provides a promising and effective approach to
address singularities in the Two-dimensional Lane-Emden type equations. As we
continue to explore and refine this method, it has the potential to make valuable
contributions to the field of numerical analysis and mathematical modeling.
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